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Abstract-With the rapid development of internet, transfer 
of data reliably and securely has become one of the 
challenges. In this paper we have introduced a novel 
visual cryptographic technique. This method is applicable 
for both Color and Grayscale images. This method uses 
the concept of Residual Number   System (RNS) based on 
Chinese Remainder Theorem (CRT) for share creation 
and share stacking of a given image. A pixel (8 bit) of an 
image is taken and added with an eight bit key to get a 
cipher pixel. The algorithm used is additive mod 255.The 
key is generated using a pseudo random number 
generator and Mixed Key Generation technique. After 
encryption the cipher pixel is mapped into a Residue 
Number System of ‘n’ Shares. These ‘n’ Shares are stored 
or transmitted to the destination. The proposed approach 
like any other visual cryptographic approach is very 
secure, efficient, reliable, fast and easy to implement. 
Lastly, performance analysis of this visual cryptographic 
technique is done with respect to many metrics.

Keywords-- Visual Cryptography, Sharing, Stacking, 
Residue Number System, Chinese Remainder Theorem, 
Mixed Key Generation

I. INTRODUCTION

Visual Cryptography is one of the cryptographic 
methods of sharing data but it is applied only for image 
format. Many works in this area have been done and 
several algorithms have been developed. In 1994 Naor 
and Shamir [1] Proposed Visual Cryptography Scheme 
(VCS) which is a simple and secure method that allows 
sharing of secret without the need of any 
cryptographic computations. To encode the image, 
original image is split into n modified versions referred 
as shares. Decoding can be done by simply stacking 
subset s of those n shares. Figure 1 depicts the working 
of Visual Cryptography. The easiest way to implement 

visual cryptography is to print the two shares onto a 
transparent sheet.vcs is achieved by following access 
structure: [2]

1 :( 2, 2) Visual Cryptographic Scheme (VCS)—this is 
a very simplest VCS scheme in which secret image is 
encrypted into 2 shares. To reveal the secret image 2 
shares are overlaid or combined. 

2 :( 2, n) Visual Cryptographic Scheme (VCS)—this 
scheme encrypts the secret image into n shares such 
that when any two (or more) shares are overlaid the 
secret image is revealed.

3 :( n, n) Visual Cryptographic Scheme (VCS)—this 
scheme encrypts the secret image into n shares such
that it can be revealed only when all n shares are 
overlaid.

4 :( k, n) Visual Cryptographic Scheme (VCS)—this 
scheme encrypts the secret image into n shares such 
that when at least k shares are combined secret image 
can be revealed.

A. VCS Algorithms

VCS Scheme normally involves two algorithms [3]:

� Algorithm for creating shares
� Algorithm for combining shares

VCS algorithm’s efficiency is very critical factor 
and reliability and level of security are some more 
metric which we need to consider while designing a 
VCS algorithm. The VCS system should be reliable 
enough such a way that intruders are not able to read 
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the original image. One important functional 
requirement of any VCS system is size of shares which 
should be same as that of original image to prevent
doubt for unauthorized user. Throughput of visual 
cryptographic algorithms is very important criteria 
such that share creation and stacking time should be 
significantly less. The VCS should be very simple but 
very difficult to break. Many algorithms developed in 
this area which is hot research subject.

Fig. 1: Basic VCS Scheme

Algorithm for creating shares
This algorithm divides secret image into n number 

of shares. The shares created by this algorithm will be 
in unreadable format such that it is impossible to reveal 
secret image. Single share cannot reveal the secret 
image. If these individual shares are transmitted 
separately through communication network, security is 
achieved. 
Algorithm for combining shares

This algorithm reveals the secret image by taking 
the number of shares as input. Some algorithm may 
take all shares as input and some other algorithm may 
take subset of shares as input. Decryption is done by 
merging shares which has taken as input. 

II. PROPOSED    SYSTEM
Visual Cryptography is a technique to make data 

secure. After dividing image into ‘n’ shares, the 
individual shares are sent via different communication 
channels to destination such that intruder has less 
chance to get whole information. However the VCS’s 
are not Perfect Secure System, because intruder may 
gain access to all communication channels and might 
retrieve all shares. 

This paper proposes a solution for above    security 
issue by encrypting the Secret image using symmetric 

encryption method before share creation. If intruder 
now gets all share, since Secret image itself is 
encrypted he or she might not get any of the 
information.  

Our novel VCS technique is a 3 out of 3 approach 
in which a secret image after encryption by symmetric 
method is divided into 3 shares and in order to decrypt 
the secret image we must have 3 shares. Figure 2 gives 
the architecture of our approach. 

Fig. 2: Proposed Arc hitecture

 

Fig. 3: Key Generation

First, for encryption additive modulo 255
algorithms is used. Keys are generated using a unique 
technique called Mixed Key Generation (MKG). In 
this method block of size of 8 byte keys are generated 
using PRN generation algorithm and individual bits 
from every byte is selected, since we have 8 byte word 
we can perform parallel operation with 8 byte of source 
data. Structure of Key generation technique is given in 
figure 3.By taking the keys generated by MKG method 
each pixel is encrypted to form Cipher pixel. Since, we 
can generate 8 keys at a time this improves the 
efficiency of cipher pixel generation. The algorithm is 
given in table 1. 
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Next, for share creation we are using Residual 
Number System (RNS) and for share stacking RNS 
based Chinese Remainder System (CRT) is used. The 
algorithms for the same are shown in table 2 and table 
3 respective 

TABLE 1:
ENCRYPTION ALGORITHM

Step 1: Generate 64 bit number using PRNG 
algorithm.
Step 2: Apply MKG algorithm to select 8 keys of 1 
byte each.
Step 3: Encrypt 8 individual bytes of secret image 
using 8 keys generated in step 2.
Step 4: Repeat step 1-3 until all pixels of secret 
image  are encrypted 

TABLE 2
SHARE GENERATION ALGORITHM

 Step 1 : select 3 prime numbers m1,m2,m3 such   
that their product is greater than 255 and gcd of 
selected 3 numbers is 1(i.e. relatively prime)

Step 2 : calculate
                               ri1=X mod m1      
                               ri2=X mod m2
                               ri3=X mod m3
Where, ri1, ri2, ri3 are residues of i’th pixel of share 1, 
2 and 3 respectively; X is an individual pixel; m1, 
m2 and m3 are selected prime numbers.

Step 3: Represent the residues ri1, ri2, ri3 as i’th pixel 
of share 1 2 and 3 respectively.

Step 4: Repeat step 2 and 3 until all pixels are 
processed.                                                                      

Example for share generation using algorithm in 
table 1
For example consider a pixel value x=128 and selected 
modulus m1, m2 and m3 is 3, 5, and 17 respectively. 
Applying above rule we get ri1=1, ri2=3 and ri3=9.So if 
the first pixel value of original image is 128 this value 
is mapped to 1 of first share,4 of second share and 1 of 
third share respectively.

Example for share stacking using algorithm in table 
2
Dynamic range M=3×5×17=255

  A1 = 255/3 = 85

  A2 = 255/5 = 51

  A3 = 255/17 = 15

Next we have to calculate inverse

i.e

85 × 1  mod 3 = 1, so T1=1

51×1  mod 5 = 1, so T2=1

15×7 mod 17 = 1, so T3=8

Using all these data we can get back original pixel ‘x’

x= (85×1×2 + 51×1×3 + 15×8×9) mod 255

                 = 1403 mod 255

                 x=128

TABLE 3
SHARE STACKING ALGORITHM

Step 1: Calculate the dynamic range    M=m1.m2.m3

Step 2: Calculate Ai = M/mi

Step 3: Find the solution of congruence’s

               Ai.Ti mod mi     

Where Ti is multiplicative inverse of Ai

                                                                                         

Step 4: We can get back original pixel by CRT using 

below equation

                          
Step 5:Repeat step 4 until all pixels of shares are 

processed. 

III TEST RESULTS
This visual cryptographic technique has been 
implemented using jdk.6.0_17.

A Encryption Process:

Fig. 4: (a) Original Image (b) Encrypted Image 
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Fig. 6: (a) Output of Stacking Algorithm        (
Image

We gave Figure 4.a as input 
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Figure 11 Histogram of Figure 1

Fig. 12 Histogram of fig 10.b

C. Key Sensitivity Analysis
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cipher text of the proposed scheme is small and we can 
conclude that the proposed cryptosystem is ideal.

F. Avalanche Effect
A small change in key or plaintext image should 

cause significant change in the corresponding cipher 
text image. This property of cryptosystem is known as 
avalanche effect. Avalanche effect is desirable property 
for all cryptographic algorithms. Strict avalanche effect 
occurs when a single bit change in the plaintext image 
change 50% of the bits in the cipher text image [4].As 
we can see in Figure 15 a single bit change in the 
initialization vector of feedback shift register will 
produce entirely different cipher pixels.

 

Fig. 15: Avalanche effect

              V.      SECURITY OF PROPOSED SCHEME

The proposed scheme is ideal since two popular 
techniques (Symmetric Encryption & Visual 
Cryptography) are combined. Major drawback of 
visual cryptography is that secret image can be 
revealed if intruder can access all communication 
channels such that he/she may get all shares which are 
transmitted through network. This method masks this 
problem since the secret image is encrypted by MKG 
technique before share creation. If intruder can access 
all channels now he/she may get only encrypted image 
and since we proved the security of encrypted image in 
previous section, we can conclude as a whole the 
proposed scheme is very secure.    

VI FUTURE SCOPE
This paper contains some details about Visual 
Cryptography Scheme. If lossless Image compression 
methodology is applied before encryption we can 
strengthen cryptographic security. Because compressed 
image has less redundancy than the original image, 
cryptanalysis will be difficult [5].

VII. CONCLUSION
This paper proposes a new Key Generation called 

MKG and gives some details about how RNS based 
CRT and MKG can be employed for visual 
cryptography thereby improving security of existing 
VCS. The performance analysis proved that MKG is 
ideal against all kinds of attacks. 
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                       (e)                                                  (f)                                                  (g)                                                  (h)
Fig. 5.Deformed Shape of RC Frame for Pushover Load- EQX: (e) Without Diaphragm (f) With Semi rigid Diaphragm (g) With Rigid 
Diaphragm (h) With Shell element.

                                            

                    (i)                                                  (j)                                                   (k)                                                  (l)
Fig. 6.Deformed Shape of RC Frame for Pushover Load- Mode-1: (i) Without Diaphragm (j) With Semi rigid Diaphragm (k) With Rigid 
Diaphragm (l) With Shell element.
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Abstract— This paper presents a comparative study of 
static nonlinear push over analysis on an existing RC 
frame structure with different diaphragm stiffness for the 
models in which the slabs were modeled as shell, 
membrane with rigid diaphragms, membrane with semi-
rigid diaphragms and without any diaphragms. Non-
linear pushover analyses were performed considering 
moderate seismic zone (zone-iii) of India. It is observed 
that the seismic demand at the soft storey level is 
significantly large when slab is modeled as shell element, 
with larger base shear and larger displacements
compared with the models considered.

Keywords—NonlinearStaticPushoverAnalysis,
Diaphragms, PerformancePoint, Ductility .

I. INTRODUCTION 

The existing building can become seismically 
deficient since seismic design code requirements are 
constantly upgraded and advancement in engineering 
knowledge. They do not give the performance of non-
structural components either provide difference in 
performance between the different structural system.  
This lead to the evolution of multilevel performance 
based design approaches. Among different approaches 
described, nonlinear static (pushover) analysis is very 
popular because of its simplicity and ability to estimate 
component and system level deformation demands 
with acceptable accuracy without intensive 
computational and modeling effort as dynamic 
analysis. 

The slabs are normally considered as the medium to 
transfer the vertical area loads but rigidity of slabs 
contribute majorly on the overall seismic performance 
of the structure. Normally a slab behaves as horizontal 
diaphragm acting monolithically with beam and 
contributes additional stiffness and strength while 
resisting lateral loads. But rigidity of this diaphragm 
may vary due to provisions for ducts or huge opening 
in slabs for architectural and functional purposes. 
Hence its contribution to the overall seismic 

performance of the frame majorly depends on the 
flexibility of these diaphragms in distribution of lateral 
loads to horizontal force resisting elements.

In the present study we have done a comparative 
study on a simple RC framed structure with slab 
modeled as shell, rigid, semirigid diaphragms and 
without any diaphragm.

II. LITERATURE REVIEW

Uva et al., (2012) have considered the participation 
of masonry infill panel to overall seismic resistance of 
building. They have modeled the infill panel as 
equivalent strut of width bw using different 
mathematical models and compared the result. Mehmet 
Inel et al.(2006) carried out push over analysis using 
SAP-2000 comparing the performance of the building 
for default hinge properties and user defined hinge 
properties. They have concluded that the result 
obtained from user defined hinge properties are more 
accurate than of default hinges. Poluraju et al., (2011) 
using nonlinear pushover analysis evaluated the 
performance of G+3 building using SAP-2000.The 
results obtained from the study show that properly 
detailed and designed frame will perform well under 
seismic loads. Deshpande et al.,(2010) investigated the 
behavior of various alternative models of reinforced 
concrete moment resisting frame building with an open 
first storey and unreinforced masonry infill in the 
upper stories. They have suggested promote safety 
without too much changing the constructional practice 
of reinforced concrete structures. Kamath et al.,  
(2012), investigated the behavior of various models of 
reinforced concrete moment resisting frames with soft 
storey at different floor levels. They found that as the 
location of soft storey moves from ground floor to top 
floor, the displacement at the top most floor level 
reduces significantly. The available literature indicates
that the pushover analysis has not been considered with 
the slab stiffnesses.
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III. DESCRIPTION OF RC FRAME BUILDING

Fig. 1.  Plan of Building
Three dimensional reinforced concrete moment 

resisting frame building with open ground floor and 
infilled with brick masonry in the top stories. The plan 
of the building is shown in Figure-1.The building 
consists of G+9 stories. All columns in all models are 
assumed to be fixed at the base for simplicity. The 
height of ground floor is 4.0m and upper storey heights 
are 3.0m. Slabs were modeled as shell, membrane with 
semirigid and rigid diaphragm element of 0.13m 
thickness for all stories for the different models 
considered. Live load on floor is taken as 3kN/m2 and 
on roof is 1.5kN/m2.Floor finish on the floor is 
1kN/m2.Weathering course on roof is 2kN/m2.The 
seismic weight is calculated conforming to IS 1893-
2002. The unit weights of concrete and masonry are 
taken as 25kN/m3 and 20kN/m3 respectively. The grade 
of concrete for column is M-25 and for beam and slab 
M-20.The building is special moment resisting frame 
considered to be situated in seismic zone III and 
intended for residential use. Building has no walls in 
ground floor and external wall thickness is taken as 
230mm and internal wall thickness is taken as 
110mm.The medium type of soil is considered and time 
period of the building in X-direction and Y-direction 
are 0.7593sec and 0.861sec respectively. Load 
combination considered for the linear static analysis for 
the design:
i. DL+LL                                           
ii.1.5*(DL+LL)                                 
iii1.2*(DL+LL±EQX)        
iv.1.2*(DL+LL±EQY)                      
v. 1.5*(DL±EQX)
vi. 1.5*(DL±EQY)
vii. 0.9DL±1.5EQX
viii 0.9DL±1.5EQX
DL-Dead Load, LL-Live Load, EQX-Earth Quake in 
X-direction, EQY- Earth Quake in Y-direction.
As per the combination the designed section sizes are as 
follows.
Beam size is 230mmX450mm.Size of Column: C1-
230mmX600mm,C2-300mmX750mm,C3-
300mmX750mm.

Fig. 2.  Column Reinforcement

A. Models Considered  For The Analysis
Following four base models are analyzed using 

equivalent static analysis method and nonlinear static 
(Pushover Analysis) for seismic loads in X and Y 
direction.
• Model 1: Bare Frame without diaphragm: The 

weight of the masonry infill wall is considered as 
UDL on the beam and also for seismic mass 
calculation. The stiffness of the slab is not 
considered for the analysis. The weight of slab is 
considered on the beam and also seismic mass 
calculation.

• Model 2: Bare Frame with Semi Rigid 
Diaphragm: The weight of the masonry infill wall 
is considered as UDL on the beam and also for 
seismic mass calculation. The slab is considered as 
membrane with semirigid diaphragm.

• Model 3: Bare Frame with Rigid Diaphragm: The 
weight of the masonry infill wall is considered as 
UDL on the beam and also for seismic mass 
calculation. The slab is considered as membrane 
with rigid diaphragm.

• Model 4: Bare Frame with Shell: The weight of 
the masonry infill wall is considered as UDL on 
the beam and also for seismic mass calculation.
The slab is considered as infinitely 

B. Structural Modelling
The building is modeled and analyzed for static, 

loads due to predominant mode of vibration and 
pushover analyses, using the finite element package 
ETABS. The mass of the slab was lumped at the centre 
of mass location at each floor level. Design lateral 
forces at each storey level were applied at the centre of 
mass locations independently in two horizontal 
directions (X- and Y- directions). Lateral load 
calculation and its distribution along the height have 
been manually verified. Beams have moment (M3) 
hinges, whereas columns have axial load and biaxial 
moment (PMM) hinges. The displacement controlled 
pushover analysis was monitored up to displacement 
equal to 4% of the height of the RC frame. The 
geometric nonlinearity effects were also considered for 
the analysis.
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IV. RESULT AND DISCUSSION 

Linear static, loads due to predominant modes of 
vibration and pushover analysis is conducted on four 
models for seismic loads defined as per IS 1893-2002 
(Part-I) using ETABS. The pushover analysis provides 
an insight into the structural aspects, which control the 
performance during earthquakes. It also provides data 
on the strength and ductility of a building. The results 
obtained from analysis are tabulated in Table-1 and 
compared and discussed.

TABLE I.
PERFORMANCE POINTS OF DIFFERENT DIAPHRAGMS FOR           

DIFFERENT PUSHOVER LOAD
Type of 

Pushover 

Load

Type of RC Frame Bare Frame

Performance 

Point(V,d)

Performance 

Point(Sa,Sd)

Static 

EQ-X

WithoutDiaphragm (1322.567,0.228) (0.086,0.165) 

Semirigiddiaphragm (1265.433,0.227) (0.087,0.163) 

Rigid Diaphragm (1359.031,0.228) (0.094,0.162) 

With Shell (1834.094,0.205) (0.122,0.153) 

Static 

EQ-Y

Without Diaphragm (951.682,0.278) (0.058,0.222) 

Semirigiddiaphragm (912.83,0.277) (0.058,0.221) 

Rigid Diaphragm (N.A)      (N.A)

With Shell (1586.544,0.289) (0.098,0.227) 

RS-

MODE-3

Without Diaphragm (1092.418,0.278) (0.070,0.212) 

Semirigiddiaphragm (1097.351,0.267) (0.074,0.203) 

Rigid Diaphragm (1347.616,0.214) (0.090,0.162)

With Shell (1894.826,0.218) (0.122,0.169) 

RS-

MODE-1

Without Diaphragm           (N.A) (N.A)

Semirigiddiaphragm    (N.A) (N.A)

Rigid Diaphragm (898.745,0.271) (0.056,0.225)

With Shell (1690.952,0.263) (0.101,0.213) 

According to the Fig. 3- Fig. 4, RC Frame with slab 
modeled as a shell element is showing more than 40% 
better performance in terms of base shear but weak in 
showing the ductile behavior when compared to other 
models. This may be because slab behaves 
monolithically with beam and adds additional stiffness 
and strength to the beam; hence loads are concentrated 
in the ground storey and exhibits soft storey effect 
where as in RC frame without diaphragm the 
horizontal loads are distributed throughout the height. 
There no much significant variation in performance in 
RC frame when the slab modeled as membrane with 
semirigid diaphragm and without any diaphragm

V. CONCLUSION
• RC frame with slab as shell element showed better 

performance than frame without diaphragm, with 
semirigid and rigid diaphragm in terms of base 
shear in transverse and longitudinal direction.

• Failure Mechanism in RC frame with slab as shell 
element is concentrated only in the ground floor 
but in case of frame without diaphragm, semi rigid
and rigid diaphragm it is distributed throughout 
the height.
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                                                     (a )                                                                                                                   (b)

Fig.3. Evaluating the Performance of the BareFrame for different diaphragms: (a) Static Pushover Load in EQX , (b) Static Pushover Load in 
EQY

             
                                                          (c)                                                                                                                (d)
Fig.4. Evaluating the Performance of the BareFrame for different diaphragms: (c) Response Spectrum Load –Mode3 (d) Response Spectrum 
Load –Mode-1
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Abstract—Validation  is  one  of  the  most  complex  and  
expensive  tasks  in  the current System on Chip (SoC) 
design process. As chip design complexity continues to 
increase, validation methodologies are becoming highly 
complicated task in the current state of the art SoC 
design process. Design  at  the  Electronic  System-Level  
(ESL)  tackles  the increasing complexity  of  embedded  
systems  by  raising the level  of abstraction  in  system  
specification  and  modeling[11]. It comes in the initial 
stage of the chip design cycle. The paper explores 
Electronic System Level validation of Layer2 and Layer3 
tunnel feature which is used for forwarding the packets in 
the network efficiently. Validation is done by developing 
test cases for the software code to be validated using a 
scripting language. Test cases are developed to cover all 
possible scenarios based on the customer requirement. 
This will ultimately help in providing a bug free L2/L3 
feature software code for Register Transfer Level 
synthesis.

Keywords— ESL, QinQ, IPinIP tunnel

I. INTRODUCTION

Electronic System Level (ESL) validation is one of 
the most complex and expensive task in the current 
system on chip design process.ESL validation is the 
task to validate ESL designs at higher abstraction level. 
It is the task to validate a model that represents 
hardware above RTL (Register Transfer Level) 
abstract level. System validation challenges have gone 
beyond the scope of what RTL can address. The main 
goal for high level synthesis tools is to map the high 
level specification correctly to RTL. If there is any 
dead code, or incorrect specifications, high level 
synthesis tools cannot identify that. RTL verification 
will detect dead code or incorrect specifications, but 
forces the user to go back to the high level model, 
make the modifications and run the synthesis again. 

Each synthesis run takes time, which could be avoided 
if dead code or incorrect specifications could be 
detected in the high level model. Electronic System 
Level validation or High level model validation 
reduces the number of design iterations, saves time and 
overhead costs. ESL design methodologies have been
enabled by automation and tools for analysis, synthesis 
and validation of SoCs from models specified at higher
levels of abstractions than RTL. One of the 
cornerstones of ESL design is the creation of optimized 
hardware from high-level specifications using High 
Level Synthesis (HLS). The HLS enable automated 
generation of RTL hardware from the software code. 
The benefits of using HLS are twofold: faster RTL 
creation and reduced verification/debugging effort 
since the RTL is created using an automated flow. ESL 
methodology is used for development and testing an
Ethernet Switch which supports Layer 2 switching, 
Layer 3 routing. After more than a decade of research 
and development, ESL techniques have seen 
widespread adoption in a variety of SoC design 
activities [2].

The QinQ tunneling features, a L2 tunnel, enable 
the service providers to use a single VLAN to support 
customers who have multiple VLANs. Customer 
VLAN IDs are preserved and traffic from different 
customers is segregated within the service-provider 
infrastructure even when they appear to be on the same 
VLAN. The QinQ tunneling expands VLAN space by 
using a VLAN-in-VLAN hierarchy and tagging the
tagged packets. A port configured to support QinQ
tunneling is called a tunnel port. When tunneling is 
configured, a tunnel port is assigned to a VLAN that is 
dedicated to tunneling. Each customer requires a 
separate VLAN, but that VLAN supports all of the
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customer’s VLANs. An IP tunnel is an Internet 
Protocol (IP) network communications channel 
between two networks. It is used to transport another 
network protocol by encapsulation of its packets.

II. VALIDATION DESIGN

 

Fig. 1: Software Validation Model

Software model of a chip is kept in place of an 
emulation board as shown in figure 1. Controlled set of 
IPv4/IPv6 packets are sent into the software model 
using a packet generator. All the entry table, registers, 
ports, VLAN entries etc., related to the switching 
configurations for validation of the software model is 
hand coded in bit level into the software model using 
configuration manager. The packets received from the 
output ports of the software model of the chip are 
compared with the expected packet for correctness. 
Expected packet is the expected behavior of the 
software model with respect to the transmitted packet 
and the switching configurations within the software 
model of the chip. If the expected packet and the 
received packet match then it is concluded that block 
of software model which has been validated is working 
as per its intent.

Packet Generator generates and also traps the 
packet. It is virtually written using high level 
programming language. It simulates the behavior of 
Ixia chassis to generate as well to process the 
thousands of packets at very high speed to test 
multilayer gigabyte Ethernet switches. The packet size 
starts with 64 bytes to 1.5 Mb. The transmitted packets 
from the Packet Generator is analyzed and accepted by 
the model. 

Test cases for validation of the Software Model can 
be developed using any scripting language. The 
Transmitting packets, Receiving packets and the 
configurations that has to be dumped into the software 
model of the switch are all configured in the test case. 
All possible scenarios in the Software Model are taken 
in consideration and test case is developed for all the 
scenarios. Dropped packets are sent to the CPU for 

further processing. The Interface which generates the 
received output from the Software Model is then 
matched with the expected output of the model to 
validate its correctness. Peripheral Component 
Interconnect Device is an industry specification for 
interconnecting certain computer hardware 
components. It is used to interconnect the Packet 
Generator, Software Model and the Configuration 
Manager Interface.
   

III. DOUBLE VLAN TAGGING (QinQ)

A. Implementation
IEEE 802.1QinQ is an Ethernet networking 

standard for Ethernet frame formats. The technique is 
also known as provider bridging, Stacked Virtual Local 
Area Networks (VLANs) or simply QinQ or Q-in-Q. 
QinQ allows multiple VLAN headers to be inserted 
into a single frame, an essential capability for 
implementing Metro Ethernet network topologies. 
802.1QinQ specifies architecture and bridge protocols 
to provide separate instances of the MAC services to 
multiple independent users of a Bridged Local Area 
Network in a manner that does not require cooperation 
among the users, and requires a minimum of 
cooperation between the users and the provider of the 
MAC service [1].

 

 SENARIOS AND RESULTS 

Fig. 2: Double VLAN (QinQ) Tagging scenario

QinQ adds a second 802.1q VLAN ID (VID) so 
that the original customer VID can be carried 
transparently across the (Wide Area Network) WAN, 
and the Service Provider VID can be used to separate 
customers. The original 12 bit VLAN address space of 
802.1q is maintained, so that more than 4096 service 
instances cannot be supported. This limits the 
usefulness of the technology. Encapsulating IEEE 
802.1q VLAN tags within 802.1q enables service 
providers to use a single VLAN to support customers 
who have multiple VLANs as shown in figure 2. The 
IEEE 802.1QinQ VLAN Tag Termination feature on 
the sub interface level preserves VLAN IDs and keeps 
traffic in different customer VLANs segregated. This
enables for customers to run their own VLANs inside 
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VLAN provided by service provider. This way the 
service provider can just configure one VLAN for the 
customer and customer can then treat that VLAN as if 
it was a trunk.

B. QinQ Frame format

Fig. 3: Double VLAN Tag (QinQ) format

802.1ad has a 12-bit Virtual Local Area Networks 
Identification (VLAN ID) field, which has a theoretical 
limit of 212 =4096 tags. With the growth of networks, 
this limitation has become more acute. A double-
tagged frame has a theoretical limitation of 
4096×4096=16777216, sufficient to accommodate 
network growth for the next several years. The addition 
of a second tag allows operations that would have the 
VLAN ID field simply been expanded from 12 bits to 
24 bits (or any other large value) as shown in figure 3. 
Having multiple tags—the tag stack—allows switches 
to more easily modify frames. In a tag stack scheme, 
switches can add ("push"), remove ("pop") or modify 
single or multiple tags. A multi-tagged frame not only 
has multiple VLAN IDs, but has multiple Ethertypes 
and other VLAN header bit fields [4].

C. Advantages over single VLAN tagging

1) In QinQ, an extra tag increases the number of 
VLANs to 4096×4096=16777216 vlans.Hence 
double tagging increases the vlan space.

2) Double tagging enables Transparent and Mapped 
services (VLAN Translation) for a Service 
provider.

3) Shield the VLAN ID of the user, so as to save the 
public network VLAN ID resource of the service 
provider.

4) The user can plan the private network VLAN ID, 
avoiding the confliction with the public network 
and other user VLAN IDs.

5) Provide the simple L2 VLAN solution.

IV. IPinIP TUNNELING

Tunneling is a technique for establishing point-to-
point tunnels by encapsulating packets within IPv4 
headers to carry them over IPv4 routing infrastructures 
and encapsulating packets with IPv6 headers to carry 

then over IPv6 routing infrastructures shown in figure 
4. IP tunnels are often used for connecting two disjoint 
IP networks that does not have a native routing path to 
each other, via an underlying routable protocol across 
an intermediate transport network. In IP tunneling, 
every IP packet, including addressing information of 
its source and destination IP networks, is encapsulated 
within another packet format native to the transit 
network. The key to a successful IPv6 transition is 
compatibility with the large installed base of IPv4 
hosts and routers [8]. Maintaining compatibility with 
IPv4 while deploying IPv6 will streamline the task of 
transitioning the Internet to IPv6.

                  

                            

Fig. 4: IPinIP tunneling

A .TTL rule
When encapsulating a datagram, the TTL in the 

inner IP header is Decremented by one if the tunneling 
is being done as part of   forwarding the datagram; 
otherwise, the inner header TTL is not   changed 
during encapsulation. The TTL in the inner IP header 
is not changed when decapsulating. If, after 
decapsulation, the inner datagram has TTL = 0, the 
decapsulator must discard the datagram.

B. Routing failure
When a datagram arrives at a router for forwarding

and the router determines that the datagram has to be 
encapsulated before further delivery. If the IP Source 
address of the datagram 
matches the IP address of the tunnel destination, the 
router must not tunnel the datagram and it should be 
discarded.

C. ICMP messages
ICMP messages indicating an error in processing a 

datagram include a copy of (a portion of) the datagram 
causing the error.   After an encapsulated datagram has 
been sent, the encapsulator may receive an ICMP 
message from any intermediate router within the tunnel 
other than the tunnel exit point.  The action taken by 
the encapsulator depends on the type of ICMP message 
received [9]. 
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D. Tunnel management
The encapsulator uses the ICMP messages received 

from the interior of a tunnel to update the soft state 
information for that tunnel. By maintaining "soft state" 
about tunnels the encapsulator can return accurate 
ICMP messages to the original sender.  

V. TEST SCENARIOS AND RESULTS

A. QinQ action

 
                Fig. 5: QinQ Tagging Scenario

The upstream packet of the CE1 switch carries one 
layer of VLAN tag shown in figure 5. The packet 
reaches the QinQ port of the PE1 switch. According to 
the configuration of the QinQ port, add one out layer of 
VLAN TAG to the packet. The packet with two layers 
of VLAN tags is forwarded to PE2 via the public 
network. On the QinQ port of PE2, the out layer of 
VLAN TAG is deleted, and the packet recovers to have 
one layer of VLAN Tag and is forwarded to CE2.

B.Customer packet (untag) from CE1 to PE1
CUSTOMER 
TAG ACTION

SERVICE 
PROVIDER 
TAG ACTION

RECEIVED 
PACKET

NOP/Replace/
Delete

Add Single tagged 
packet[PVID]

Add Add Double tagged 
packet[PVID,NC
VID]

C. Customer packet (ptag) from CE1 to PE1
CUSTOMER 
TAG 
ACTION

SERVICE 
PROVIDER 
TAG 
ACTION

RECEIVED 
PACKET

NOP Add Double tagged 
packet[PVID,0]

Replace Add Double tagged 
packet[PVID,NCVID]

Delete Add Single tagged 
packet[PVID]

Add Add Double tagged 
packet[PVID,0]

 

D.Customer packet (stag) from CE1 to PE1
CUSTOMER 
TAG 
ACTION

SERVICE 
PROVIDER 
TAG 
ACTION

RECEIVED 
PACKET

NOP Add Double tagged 
packet[PVID,CVID]

Replace Add Double tagged 
packet[PVID,NCVID]

Delete Add Single tagged 
packet[PVID]

Add Add Double tagged 
packet[PVID,CVID]

E.Single tagged/double tagged Packet from PE2 to 
CE2
SERVICE 
PROVIDE
R 
PACKET

SERVICE 
PROVID
ER TAG 
ACTION

CUSTOM
ER TAG 
ACTION

RECEIVED 
PACKET

Single 
tagged 
packet[PVI
D]

Delete INVALID Untagged 
packet

Single 
tagged 
packet[PVI
D]

Delete Add Single 
tagged 
packet[NCVI
D]

Single 
tagged 
packet[PVI
D]

Replace INVALID Single 
tagged 
packet[NCVI
D]

Customer 
network

Customer 
network

Service 
provider 
network
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SERVICE 
PROVIDER 
PACKET

SERVICE 
PROVIDE
R TAG 
ACTION

CUSTO
MER 
TAG 
ACTION

RECEIVED 
PACKET

Double tagged 
packet[PVID,CV
ID]

Delete NOP Single tagged 
packet[CVID]

Double tagged 
packet[PVID,CV
ID]

Delete Replace Single tagged 
packet[NCVI
D]

Double tagged 
packet[PVID,CV
ID]

Delete Delete Untagged 
packet

Double tagged 
packet[PVID,0]

Delete NOP Priority tagged 
packet

Double tagged 
packet[PVID,0]

Delete Replace Single tagged 
packet[NCVI
D]

Double tagged 
packet[PVID,0]

Delete Delete Untagged 
packet

Double tagged 
packet[PVID,CV
ID]

Replace Delete Single tagged 
packet[NCVI
D]

F.Tunnel encapsulation
Encapsulate an IP datagram using IP in IP 

encapsulation, an outer IP header is inserted before the 
datagram's existing IP header. The outer IP header 
Source Address and Destination Address identify the 
endpoints of the tunnel.  The inner IP header Source 
Address and Destination Addresses identify the 
original sender and recipient of the datagram, 
respectively. Test cases are developed to cover all the 
scenarios in 6 over 4 tunnel network. 

TEST 
SCENARIO

TRANSMITTED 
PACKET

RECEIVED 
PACKET

6in4 Tunnel 
for unicast 
packet

IPv6 unicast packet Tunneled 
packet with 
outer header 
as IPV4 and 
inner header 
as IPv6. 

6in4 Tunnel 
Initialization 
for multicast
packet

IPv6 multicast 
packet

Tunneled 
packets with 
outer header 
as IPV4 and 
inner header 
as IPv6 on 
multiple ports.

G.Tunnel decapsulation
When a router receives an IP datagram that is 

addressed to one of its own IP addresses or a joined 
multicast group address, and the value of the protocol 
field is 41, then the packet is a tunnel packet and 
should belong to one of the configured tunnel 
interfaces by checking source/destination addresses, 
reassembled and remove the outer IP header resulting 
in an single IP header with datagram.
 

TEST 
SCENARIO

TRANSMITTED 
PACKET

RECEIVED 
PACKET

6in4 Tunnel 
Termination 
for unicast 
packet

Tunneled packet 
with outer header 
as IPV4 and inner 
header as IPv6

IPv6 unicast 
packet

6in4 Tunnel 
Termination 
for multicast 
packet

Tunneled multicast 
packet with outer 
header as IPV4 and 
inner header as 
IPv6

IPv6 packets 
on multiple 
ports with 
outer IPv4 
header 
removed.

H. Drop scenario

Test case for different scenarios where the packets 
could not be forwarded further that could be 
encountered in the network for any tunneling.

TEST 
SCENARIO

TRANSMITTED 
PACKET

RECEIVED 
PACKET

Terminating 
a tunnel 
with  
inner/outer 
Destination 
IP (DIP)=0

Tunneled 
6in4/4in6/4in4/6in6 
packet with DIP=0

Packet will 
be Dropped/ 
Copied to 
CPU as 
Destination 
IP address is 
invalid.

Terminating 
a tunnel 
with  
inner/outer 
DIP=SIP

Tunneled 
6in4/4in6/4in4/6in6 
packet with 
DIP=SIP

Packet will 
be Dropped/ 
Copied to 
CPU as 
Destination 
IP address is 
equal to 
source IP 
address.

Terminating 
a tunnel 
with  

Tunneled 
6in4/4in6/4in4/6in6 
packet with SIP=0

Packet will 
be Dropped/
Copied to 
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inner/outer 
SIP=0

CPU as 
address is 
invalid.

Initializing a 
tunnel when 
TTL=0

IPv4/IPv6 packet 
with TTL value 0.

Packet will 
be 
Dropped/Cop
ied to CPU as 
the TTL 
value in the 
IP header has 
expired.

Terminating 
a tunnel 
when outer 
TTL=0  

Tunneled packet 
with outer header 
TTL value 0.

Packet will 
be 
Dropped/Cop
ied to CPU 
while tunnel 
termination 
as the TTL 
value in the 
outer IP 
header has 
expired

Terminating 
a tunnel 
when inner 
TTL=0

Tunneled packet 
with inner header 
TTL value 0.  

Packet will 
be 
Dropped/Cop
ied to CPU 
during 
forwarding as 
the TTL 
value in the 
inner IP 
header has 
expired.

VI. CONCLUSION

ESL  validation  is  one  of the  most  efficient  and  
time  saving method  of  validating  a  chip  during  its  
design  cycle.  There  are fewer  things  to  verify,  
fewer  lines  of  code  to  debug,  higher simulation 
performance, and quicker fixes and most importantly 
time to market for a chip will be reduced. 

QinQ extends the benefits of VLAN technology 
beyond the boundary of Ethernet LANs. It maintains 
the simplicity and cost of ownership advantages of 
Ethernet, while expanding its scalability and 
geographical reach. The use of QinQ technology 
enriches the application scenarios of VLAN.  As  the  
metro  Ethernet  develops,  QinQ  plays  an 

increasingly  important role  in  the metro  Ethernet  
solutions due to  the  following reasons  like  
simplicity,  flexibility  and  support for a wide variety 
of services.

It is highly dependent on Network Layer features 
IPv4, IPv6, L3 MPLS and IP Tunneling to enable 
reliable and secure communication of voice, video and 
data traffic on a single high-performance network. The 
switch has been extensively validated during ESL
Validation phase.
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Abstract- Microcontroller based PWM controlled four 
switch three phase inverter (FSTPI) fed Induction Motor 
drive. The advantage of this inverter that uses of 4 
switches instead of conventional 6 switches is lesser 
switching losses, lower electromagnetic interference 
(EMI), less complexity of control algorithms and reduced 
interface circuits. Simulation is carried out using 
MATLAB SIMULINK and in the experimental work a 
prototype model is built to verify the simulation results. 
PIC microcontroller (PIC 16F877A) is used to generate 
the PWM pulses for FSTPI to drive the 0.5 hp 3-phase 
Induction Motor.

Keywords- Four Switch Three Phase Inverter (FSTPI), 
Induction Motor (IM), Pulse Width Modulation (PWM), 
Total Harmonic Distortion (THD), Peripheral Interface 
Controller (PIC).

I. INRODUCTION
Induction motor (IM) has been utilized as a 

workhorse in the industry due to its easy construction, 
high robustness, and generally satisfactory efficiency. 
With the invent of high speed power semiconductor 
devices three-phase inverters play the key role for 
variable speed ac motor drives. Traditionally, 6-switch, 
3-phase (6S3P) inverters have been widely utilized for 
variable speed IM drives. This involves the losses of 
the six switches as well as the complexity of the 
control algorithms and interface circuits to generate six 
PWM logic signals [1][2]. 

In the past, researchers mainly concentrated on the 
development of the efficient control algorithms for 
high performance variable speed IM drives. However, 
the cost, simplicity and flexibility of the overall drive 
system which become some of the most important 
factors did not get that much attention to the 
researchers. That is why, despite extensive research in 
this area most of the developed control system failed to 
attract the industry. Thus, the main issue of this project 
is to develop a cost effective, simple and efficient high 
performance IM drive[1].  Usually, high performance 
motor drives used in robotics, rolling mills, machine 
tools, etc. require fast and accurate response, quick 
recovery of speed from any disturbances and 
insensitivity to parameter variations.

A cost effective 4S3P inverter fed IM drive is 
developed and successfully implemented in real-time 
for a prototype 0.5 hp squirrel cage induction motor. 
The 4 switches make the inverter drive less costly, less 
switching losses, less chances of destroying the 
switches due to lesser interaction among switches, less 
complexity of control algorithms and interface circuits 
as compared to the conventional 6S3P inverter. 
Furthermore, the proposed control approach reduces 
the computation for real-time implementation. The 
performance of the proposed drive is investigated both 
theoretical and experimentally at different operating 
conditions.A performance comparison of the proposed 
4-switch 3-phase inverter fed drive with a conventional 
6-switch, 3-phase inverter fed drive is also made in 
terms of total harmonic distortion (THD) of the stator 
current and speed response [3]. The proposed inverter 
fed IM drive is found acceptable considering its cost 
reduction and other advantageous features mentioned 
earlier.

Fig. 1 Electric Drive System

Induction motors are being used for many 
industrial and commercial applications because it its 
easy build, high robustness, and generally satisfactory 
efficiency. AC induction motors, which contain a cage, 
are very popular in variable-speed drives. They are 
simple, rugged, inexpensive and available at all power 
ratings. Progress in the field of power electronics and 
microelectronics enable the application of induction 
motors for high-performance drives. The speed of the 
induction motor can be controlled by varying its input 
AC voltage and frequency using an Inverter. A 
standard six switch three phase voltage source inverter 
has six switches in three legs with a pair of 
complementary power switches per phase. A reduced 

Microcontroller Based PWM Controlled Three 
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switch count voltage source inverter i.e. four switch 
three-phase inverter (FSTPI)] uses only two legs, with 
four switches. The advantage of this inverter due to the 
use of 4 switches instead of conventional 6 switches is 
lesser switching losses, lower electromagnetic 
interference (EMI), less complexity of control 
algorithms and reduced interface circuits. The four-
switch inverter topology is attractive cost wise when it 
is compared with conventional six-switch voltage 
source inverters. In the four-switch inverter, one motor 
terminal is connected to the centre tap of the dc-link 
capacitors.

II. PROBLEM STATEMENT
However, four-switch inverters are known to 

have several disadvantages compared to normal six-
switch inverters: the voltage utilization factor is halved 
compared to the six-switch inverter. Specifically, the 
peak phase voltage of the four-switch inverter is, while 
that of six-switch inverters is Vdc/ (2 √3). While that of 
six switch inverter is Vdc / √3).  On the other hand, 
capacitor centre tap voltage is fluctuating, and it 
destroys the balance among the motor phase currents. 
The reason for this is that current flow through a 
capacitor either increases or decreases the voltage 
steadily for each half cycle. Therefore, the voltage 
fluctuation increases as the load torque becomes higher 
or the frequency becomes lower. The unbalanced 
motor current leads to an inverter failure and torque 
pulsation [1].

Fig.2 Ac drive system configuration.

Fig. 2 Ac drive system configuration [3]. The 
influence of different switching patterns on 
outputvoltage symmetry, current waveform, switching 
frequency andcommon mode voltage is examined. The 
paper also discusseshow the use of the Wye and delta 
connections of the motor windings affects the 
implementation of the pulse width modulator. The 
utilization of an induction motor, with its 

windingsconnected in delta is studied here as the dc-
link voltage used, in respect to the Wye connection. 
For alternative to reducethe Wye connection it is 
investigated, how the common-modevoltage can be 
reduced. The reduction of the common modevoltage 
permits to mitigate effects of common mode 
currents,which commonly are responsible for damage 
of motor bearingsand bearing lubrication [1].

Thispaper presents a general method to generate 
pulse width modulated (PWM) signals for control of 
four-switch, three phase voltage source inverters, even 
when there are voltage oscillations across the two dc-
link capacitors.

With respect to the circuit shown in Fig. 2(a) it is 
assumed that the conduction state of the power 
switches is associated with binary variables 1 to 0. 
Therefore, a binary “1” will indicate a closed switch, 
while “0” will indicate the open state. Pairs q1-q3 and 
q2-q4 are complementary and, as a consequence,q3=1-
q1 and q4=1-q2. Also it will beassumed that a stiff 
voltage is available across the two dc-link capacitors, 
and Vc1=Vc2=Ē/2 , where Ē corresponds to a stiff dc-
link voltage, i.e., the actual value of the dc-link voltage 
Ē.

The details of the components used in this 
experiment are given in Table 1. The potential 
transformer is used to provide the power to 
microcontroller board and driver circuit board. A 
single phase diode bridge rectifier and filter circuit is 
used to convert AC to DC. Four MOSFETs and 2-split 
capacitors are used to form FSTPI. The output of 
FSTPI is connected to the 0.5 hp 3-phase Induction 
Motor. Oscilloscope is used to display the PWM 
pulses and the output current waveform of ia, ib,
ic,[1][3].

The power circuit of the FSTPI fed drive is shown 
in fig. 3, the Circuit consists of 4 switches S1 S2 S3and 
S4 and split capacitors C1 and C2. The 3-Phase AC 
input. Which is of fixed frequency, is rectified by the 
rectifier switches. The power circuit is the three phase 
four switch inverter. Two phases ‘a’ and ‘b’ are 
connected to the two legs of the inverter, while the 
third phase ‘c’ is connected to the centre of the dc-link 
capacitor C1 and C2[4].

The 4 power switches are denoted by the binary 
variables S1 to S4, where the binary ‘1’ corresponds to 
an On state and binary ‘0’ corresponds to an Off state. 
The states of the upper switches ( S1, S2) and lower 
switches (S3, S4) of a leg are complementary that is S3
= 1 – S1 and S4  = 1 – S2 the terminal voltages Vas, Vbs
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and Vcs of a 3 phase  Y connected induction Motor can 
be expressed as the function of the states of the upper 
switches as follows

.

Fig. 3. Four Switch Three Phase Inverter.

��� =
��

�
  ( 4 ∗ 	1 − 2 ∗ 	2 − 1  )(1)

�
� =
��

�
  ( −2 ∗ 	1 + 4 ∗ 	2 − 1)(2)

��� =
��

�
( −2 ∗ 	1 − 2 ∗ 	2 + 2 )(3)

Where Vas, Vbs, Vcs are the inverter output voltages 
Vc  is the voltage across the dc link capacitors Vdc is 
the voltage across the capacitors C1 and C2( Vdc = 
Vc/2) [5].

The following table 1 shows the different modes of 
operation and the corresponding output phase voltages 
of the inverter.

TABLE 1
SWITCHING AND OUTPUT PHASE VOLTAGES

Switching Status Output Voltages
S1 S2 Vas Vbs Vcs

0 0 -Vc/3 -Vc/3 2Vc/3

0 1 -Vc Vc 0

1 0 Vc -Vc 0

1 1 Vc/3 Vc/3 -2Vc/3

The microcontroller based control system 
hardware has been programmed to vary the frequency 
of the PWM signal that controls the frequency of the 
FSTPI. The PWM module gets two inputs duty cycle 
and frequency. The frequency is configurable within 
the range 20Hz – 2 kHz and the duty cycle can be 
varied from 0% to 100%. The PWM signals of the 
MCU are applied to the gate of MOSFET through gate 
driver circuit. The gate driver provides isolation, low 

impedance and high current supply to drive the 
MOSFET. By controlling the input voltage to the 
analog ADC, the output frequency of the 
Microcontroller can be controlled.

III. PERFORMANCE INDICES 
The details of the components used in this 

experiment are given in Table 2 The potential 
transformer is used to provide the power to 
microcontroller board and driver circuit board. A 
single phase diode bridge rectifier and filter circuit is 
used to convert AC to DC. Four MOSFETs and 2-split 
capacitors are used to form FSTPI. The output of 
FSTPI is connected to the 0.5 hp 3-phase Induction 
Motor. Oscilloscope is used to display the PWM 
pulses and the output current waveform of ia ib ic.

TABLE 2
Hardware Components

Components Ratings
Capacitor 1000μf, 250V
Inverter MOSFET ( IRF 460)
Induction Motor 0.5 hp, 3 phase, 50Hz, 400V, 1430 rpm
Microcontroller 16F877A
Rectifier 110V, 5A, Single phase Bridge Rectifier

A. Generation of a Sinusoidal waveform

The easiest way to generate a sinusoidal waveform 
is to use a look-up table. You could also calculate the 
sine value on the fly, but it’s just not worth spending 
the CPU time to do this. A look-up table is used that 
contains all the points of a sine wave. The sine values 
are read from the table at periodic intervals, scaled to 
match the allowable range of duty cycles, and then 
written to the duty cycle registers. A sine pointer 
variable is maintained in software that defines the 
present location in the table. This pointer has to be 
adjusted at periodic intervals, usually at the beginning 
of each PWM period. If a constant adjustment value is 
added to the pointer at each interval, the software will 
move through the table at a fixed frequency. The look-
up table length is usually set to an even power of 2, 
such as 64, 128 or 256. This way, the software does 
not have to check the pointer value every time it is 
adjusted. The pointer can simply be allowed to roll 
over and reset to 0.

Assume that a 16-kHz PWM carrier is selected and 
the maximum modulation frequency is 60 Hz for a 
ACIM:

Number of the table Value = fpwm / fmodmax ----
(1) = 16000/60

=256
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For this example, a 256 value sine table would be 
sufficient. 

In practice, the code provided in this application 
note has 64 entry tables and provides good results.

B. Sine Table Pointer

Once the sine table size has been selected, the size 
of the sine table pointer variable can be chosen. Let’s 
assume that a 256 value table is used for the sine 
values. At first glance, you might assume that an 8-bit 
pointer value would be sufficient. However, you will 
want the pointer value to be larger so that it will be 
easy to produce very low modulation frequencies. For 
the code examples in this application note, a 16-bit 
sine table pointer is used. The pointer represents a full 
360 degrees of angle, where 0x0000 = 0 degrees and 
0xFFFF = 359.9 degrees. Each time a new value is 
needed from the look-up table, the upper 8 bits of the 
pointer variable are used as the pointer index. The 
lower 8 bits of the pointer variable can be viewed as 
fractional bits.You will want to know the resolution of 
the modulation frequency. To find this resolution, you 
need to know how frequently the sine table pointer will 
be adjusted. For now, assume that this adjustment 
occurs every PWM period. Assuming a 16-kHz PWM 
frequency, the modulation frequency resolution would 
be:

Mod Frequency Resolution =  fpwm /216   --- (2)
= 0.244 Hz bit

So this choice of resolution and PWM carrier 
frequency allows the modulation frequency to be 
adjusted in 0.244 Hz steps our variable speed 
application runs the motor at full speed with a 
modulation frequency of 60 Hz. To find the table 
pointer delta value that will provide a 60Hz 
modulation frequency.

fmod/0.244 = 60/0.244 bit ---
(3) = 246 bits

IV. PROBLEM FORMULATION

C. PWM generation in PIC microcontroller

8-bit PIC16F877A microcontroller was chosen to 
obtain the pulses for the FSTPI to drive the Induction 
Motor. This Microcontroller has a 25 MHz processor, 
33 input/output (I/O) pins, interrupts, counters, timers, 
I/O ports, RAM, and ROM/EPROM. The peripheral 
interface controllers (PICs) are the integrated circuits 
based on CMOS technology. The main components of 
a PIC are RAM, EPROM, EEPROM, and Peripheral 
Interface Adaptor (PIA). These components are 

inserted in the same integrated circuit to reduce the 
size, the cost of the system and make design of the 
system easier. The address bus, the data bus and the 
control bus connecting the components are placed in 
the PIC circuit by the manufacturer. Because of these 
advantages, PICs have been preferred devices in 
practical control applications. PIC16F877A used in 
this work operates at 20 MHz clock frequency and 
runs each instruction as fast as 200 ns. Flash Program 
Memory is up to 8K×14 words. Data memory is 
partitioned into four banks which contain the General 
Purpose Registers and the Special Function Registers. 
Bits RP1 and RP0 are the bank select bits. Each bank 
extends up to 7Fh (128 bytes). It contains 1K 
EEPROM as a program memory, 15 special hardware 
registers, 36 general purpose registers and 64 byte 
EEPROM as a data memory. PICs have been preferred 
control devices because of their low cost, less energy 
consumption and small volume. The microcontroller
has been programmed to vary the frequency of the 
PWM signal that controls the frequency of the voltage 
applied at the gate drives, and as a result of this the 
switching frequency of the inverter is controlled.

V. SIMULATIOM STUDY AND RESULTS

Fig. 4.Four Switch Three Phase inverter drive model

D. Circuit parameters

Vin = 400 V Phase to Phase rms Voltage

C1=C2= 1000 micro Farad

Modulation index =0.0 - 0.9

Switching Frequency = 0 - 2000 Hz

Ripple in the voltages across C1 and C2, The 
relation between the capacitors ripple voltages and the 
current in the capacitors is 
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The rated current is 1 A. the carrier is 4 kHz and 
supply voltage is 320 V, so the capacitor must be
larger than
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�
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= 31.25�� (6)

We used two 1000μF Capacitor in our experiment, 
because the capacitor has to supply start up current [5].

Fig. 5.Three Phase Full Bride Uncontrolled Rectifier

 
Fig. 6 Capacitor Voltage 

Fig. 7.PWM Voltage across  Vab

Fig. 8.PWM Voltage across  Vac

Fig. 9.Pulse applied to MosFET T1 through T4

Fig. 10.Voltage Before Transformer

Fig. 11.Voltage After Transformer

VI. CONCLUSION
A PIC microcontroller based PWM controlled 

FSTPI fed Induction Motor drive has been designed 
and implemented successfully. The simulation and 
implementation results are presented to verify the 
feasibility of hardware the system. The implementation 
of the proposed work shows the practical industrial 
application FSTPI.

The MATLAB Simulation for TPFSIM is giving 
the three phase output shows, the motor input voltage 
is nearly three phase. The combination of PIC16 
architecture and thoughtfully designed peripherals 
make the PIC16F877A an excellent choice for 3-phase 
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AC induction motor control applications. The PCPWM 
module provides sufficient PWM outputs and modes to 
directly drive a gate driver/inverter module, without 
the need of additional hardware to create 
complimentary channels or insert dead time. All of 
these features make it possible to design a wide range 
of powerful motorcontrol solutions with a minimum of 
parts.
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Abstract— When natural frequencies of a vibrating 
system are plotted against a system parameter, sometimes 
two natural frequencies which appear to cross each other 
at some point, strangely veer away without crossing. The 
phenomenon is called “curve veering”, and the mode 
shapes of the vibrating system change drastically in the 
vicinity of such veering. In rotating systems the 
characteristics such as critical speed are influenced by the 
rotational speed, and hence the rotational speed is a 
system parameter. Campbell diagrams which are plots of 
natural frequencies against the running speed of the rotor
were observed to show the curve veering behavior. By 
suitable design changes in the rotor-bearing system it is 
possible to avoid such curve veering. The results showing 
the curve veering behavior and design changes which 
remove such curve veering are presented and discussed. 

Keywords—Curve Veering, Finite Element Method, 
Gyroscopic Effect, Campbell Diagram

I. INTRODUCTION
The phenomenon of “curve veering” is sometimes 

observed in vibrating systems when the natural 
frequencies or eigenvalues are plotted against a system 
parameter such as the aspect ratio, non-homogeneities, 
or material properties. The curve veering behavior 
could be due to the approximate nature of the analysis 
or it may be due to the inherent nature of the system 
itself [1, 2, 3, 4]. Leissa [1] described the curve veering 
as a phenomenon where “…. the [eigenfunctions] must 
undergo violent change - figuratively speaking, a 
dragonfly one instant, a butterfly the next, and 
something indescribable in between. Thus the results 
appear strange from an esthetic view point.” Leissa
used the Galerkin’s method, which is an approximate 
method, to solve for the vibrations of a fixed 
rectangular membrane, where curve veering occurs in 
view of the numerical approximation involved [1]. Such 
seeming occurrences of curve veering can take place 
when vibrating systems are analyzed using approximate
methods such as the Gelerkin’s method or the Rayleigh 
Ritz method [3 –10]. Since discretization of continuous
structures is an approximation, curve veering can occur 
in finite element analysis of the vibration of structures. 
More detailed examination in the vicinity of the 
apparent crossing points need to be carried out in order 

to determine whether they are truly crossing points or 
whether they involve curve veering.

If the phenomenon of “curve veering” is inherent 
nature of the vibrating system, the response quantities 
such as the deflection or the stresses, will be completely 
misleading in view of the sudden changes in the mode 
shapes in the vicinity, resulting in erroneous design. In 
such situations it is advisable to solve the problem using 
different methods and verify whether the curve veering 
is due to the approximate nature of the analysis or it is 
due to the inherent nature of the system. 

In the present study, curve veering phenomenon is 
examined in a rotor-casing system. The rotor-casing 
system is discretized using finite element modeling. 

The paper is organized in four sections. The first 
section provides an introduction to the phenomenon of 
curve veering in mechanical systems. The second 
section describes the methodology and modeling of the 
rotor system including the geometry, material 
properties, and the gyroscopic effect. The third section 
provides a brief description of the analysis and the 
fourth section presents the results which includes cases 
with and without curve veering. Finally, the conclusions 
of the study are presented.

II. METHODOLOGY AND MODELING 
The simple Jeffcott rotor bearing system studied is 

shown in Fig. 1.

Fig. 1. 2D cross section of the rotor and casing geometry
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A simple rotor-casing model consisting of a slender 
shaft of diameter 0.05 m and length 1.5 m, carrying a 
disk of diameter 0.85 m, and thickness 0.05 m, and a 
cylindrical casing with thickness 0.02 m and length 
equal to that of the rotor shaft is considered for the 
study. The disk is located at 1 meter from the right end 
of the shaft in order to magnify the gyroscopic effect in 
second bending frequency of the shaft which is close to 
a casing frequency. The material for both shaft and disk 
is considered as steel (linear and isotropic) with 
properties as given in Table I. The rotor model is shown 
in Fig. 2.

TABLE I. MATERIAL PROPERTIES

Modulus of 
Elasticity, 

N/m2

Poisson’s
Ratio

Density, 
kg/m3

2x1011 0.3 7860

Fig. 1. Rotor model in ANSYS

The model is defined by key points in ANSYS on the
planar cross section of the model above the shaft axis.
This is revolved around the shaft axis in order to obtain 
the three dimensional axisymmetric structure. The 
SOLID187 element in ANSYS supports the gyroscopic 
effect and hence is used for the rotor dynamic analysis
[11]. The model is meshed using 10-node, tetrahedral 
elements in ANSYS.

The connection between the rotor and the casing is 
modeled using COMBIN14 element representing the
damping and spring effect of bearing [11], and the 
RBE3 element which distributes the loads from the 
master node located on the bearing to the slave nodes 
on the casing. The master node of the RBE3 element is 
located at a virtual node located on casing coincident 
with a point on the shaft axis. Thus the COMBIN14 
element, which represents an isotropic bearing, has one 
of its nodes on the rotating shaft axis while the other 

end is connected to the master node of the RBE3 
element which is on the casing.

Figure 3 shows the assembly of the rotor and casing 
considering RBE3 and COMBIN14 elements.

 

Fig. 2. Assembly mesh model of rotor, casing and bearing in 
ANSYS

The gyroscopic effect causes a split in the natural 
frequencies of the rotor, depending on its direction of 
rotation, when the running speed of the rotor is 
increased. The Coriolis Effect is activated for all the 
rotating elements in the analysis of ANSYS in order to 
account for the changing distance from the rotational 
axis resulting in a change of centrifugal loads.  In 
addition, the modal analysis type is QR damped as 
required to include the Coriolis Effect. 

In order to model the rotating shaft, disk and the 
stationary casing, the rotor should be modeled and 
meshed in the first step. In the next step the casing 
should be modeled and meshed separately.  Then, The 
RBE3 and COMBIN14 elements are introduced in 
between the casing and rotor as explained earlier. 
Finally, the rotational speed command is applied only
on the rotating part of the system through the 
appropriate option in ANSYS. In addition, the (prcamp) 
and (plcamp) options on the rotary part should be 
applied in order to plot the Campbell diagram.

I. ANALYSIS

The equations of motion of the system is obtained as
[ ]{ } [ ]{ } [ ]{ } { })t(fxKx)(GCxM =+ω++ &&&
(1)
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where [M], [C], and [K] are the mass, damping and 
stiffness matrices, respectively, [G(ω)] is the gyroscopic 
matrix, ω is the running speed of the rotor, and {f(t)} is 
the vector of external forces acting on the structure. The 
natural frequencies are obtained by solving the 
homogeneous form of Eq. (1). The natural frequencies 
are influenced by the gyroscopic terms and depend on 
the sense of rotation, ω. For positive rotational speeds 
the natural frequencies go on increasing with the speed 
and the rotor whirl is in the forward direction while for 
negative rotational speeds the direction of whirl is 
reversed resulting in backward whirl. When the speed 
of rotation is zero there is only one frequency 
corresponding to a particular mode whereas when the 
speed of rotation is finite the natural frequencies for 
those particular modes are split with the forward whirl 
frequency increasing and the backward whirl frequency 
decreasing. 

When the natural frequencies coincide with the 
speed of rotation of the rotor, this constitutes a critical 
speed of the rotor. 

II. RESULTS AND DISCUSSION

The casing is fixed at two points at each end of the 
casing shell as shown in Fig. 3. The Campbell diagram 
for this case is shown in Fig.4. In obtaining the 
Campbell diagram, the natural frequencies are 
calculated with speed steps of 50 rad/sec. The speed 
dependent natural frequencies of the rotor due to the 
gyroscopic effects show the forward and the backward 
in Fig. 4. Curve veering phenomenon occurs between 
the second bending frequency of the shaft (involving 
the gyroscopic split in the frequencies) and first 
frequency of casing (which is speed independent) as 
shown in Fig. 4. The forward whirl curve appears to 
cross the speed independent frequencies at 
approximately 140 rad/sec and 225 rad/sec.

Fig. 3. Campbell Diagram for rotor with curve veering effect             
(case 1)

The results of ANSYS analysis for two bending 
frequencies of the shaft and casing frequencies at 7 
different load steps are presented in Tables II and III.
The casing frequencies are identified as those which are 
speed independent.

Tables II and III show that the forward frequency of 
second bending mode of rotor in 50 (rad/sec) is close to 
the first mode of the casing. The curve veering 
phenomenon is observed for the forward whirl 
frequency of the shaft veering away from the casing 
frequency.

In order to examine the curve veering at the first 
casing mode and the lack of curve veering at the second 
and third casing modes, the analysis was carried out 
with reduced speed steps of 1 rad/sec in the 
neighborhood of the apparent curve veering and curve 
crossing points.

TABLE II. 
ROTOR FREQUENCIES IN CAMPBELL DIAGRAM

Natural frequencies

No. of 
Modes

0
rad/sec

50 
rad/sec

100
rad/sec

150
rad/sec

200
rad/sec

250
rad/sec

300
rad/sec

1 10.89

FW: 
11.24
BW: 
10.44

FW: 
11.53
BW: 
9.91

FW: 
11.77
BW: 
9.23

FW: 
11.97
BW: 
8.63

FW: 
12.13
BW: 
7.96

FW: 
12.26
BW: 
7.30

2 37.7

FW: 
41.83
BW: 
31.34

FW: 
41.85
BW: 
26.57

FW: 
41.85
BW: 
23.14

FW: 
41.85
BW: 
20.76

FW: 
41.85
BW: 
19.12

FW: 
41.85
BW: 
17.98

TABLE III. 
CASING NATURAL FREQUENCIES

No. of 
Modes Natural frequencies

2 41.895
3 64.472
4 85.064
5 100.91

Fig. 5 Curve veering in the neighborhood of rotor speed of 25 
rad/sec
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The Campbell diagram in the neig
rad/sec is shown in Fig. 5. It can be s
clear curve veering between the 
frequency and the first casing mode. 

The Campbell diagram in the n
142.5 rad/sec is shown in Fig. 6. It c
there is clear curve veering between th
frequency and the second casing mode.

The Campbell diagram in the neigh
rad/sec is shown in Fig. 7. Again it c
there is clear curve veering between th
frequency and the third casing mode.

It is clear from the Figs. 4, 5, 6, and
veering occurs between the sp
frequencies due to the gyroscopic effec
independent frequencies which ar
frequencies. In order to examine the ef
the casing mode frequencies on cur
boundary conditions of the casing w
clamping more points on the casing. 
casing stiffness is increased shifting up
of the casing modes as shown in Fig
casing mode frequency has increased fr
Hz. As a result the forward whirl freq
meet the first casing frequency until m
curve veering is shifted from the spee
From Fig. 8 it appears that there is no 
the rotor speed of 230 rad/sec, however
examine the neighborhood of these freq
see that there is curve veering there also

The curve veering effect will be o
when such veering takes place in the
rotor critical speeds.

Fig. 6 Curve veering in the neighborhood of
142.5 rad/sec
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Table IV presents the numerical
analysis of system for different angu
IV and Fig. 8 present the tren
backward frequencies of the rotor 
curve veering. 

TABLE IV. 
ROTOR FREQUENCIES IN CAMPBELL D

Natural freq

No. of 
Modes

0
rad/sec

50
rad/sec

100 
rad/sec

150 rad

1 10.9

FW: 
11.27
BW: 
10.47

FW: 
11.57
BW: 
9.93

FW: 
11.81
BW: 
9.32

2 37.8
4

FW: 
45.93
BW: 
31.46

FW: 
55.57
BW: 
26.68

FW: 
66.48
BW: 
23.25

3 157.
66

FW: 
157.88
BW: 
157.42

FW: 
158.1
9
BW: 
157.2
5

FW: 
158.5
BW: 
157.1

Finite Element Method

                                   27

ood of rotor speed of                       

constraint on the casing

l values for modal 
ular velocities. Table 
nd of forward and 
without effect of the 

DIAGRAM (CASE II)

quencies

d/sec 200
rad/sec

250
rad/sec

300
rad/sec

1
FW: 
12.01
BW: 
8.65

FW: 
12.17
BW: 
7.97

FW: 
12.31
BW: 
7.31

8

5

FW: 
78.30
BW: 
20.86

FW: 
90.69
BW: 
19.22

FW: 
103.3
0
BW: 
18.07

59

10

FW: 
159.1
2
BW: 
156.9
7

FW: 
159.8
6
BW: 
156.8
6

FW: 
160.9
5
BW: 
156.7
6
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Table V presents the frequencies of the casing 
which are increased by increasing the number of 
boundary conditions of casing. This table shows that the 
first frequency of the casing is about twice the second 
natural frequency of the rotor in splitting point which
avoids curve veering.

TABLE V. 
CASING NATURAL FREQUENCIES (CASE II)

No. of 
Modes Natural Frequencies

2 86.502
3 176.38
4 208.73

III. CONCLUSION

A methodology is developed for modeling a rotor
system with casing considering the gyroscopic effect in 
ANSYS software.  Based on the Campbell diagram 
plots, the curve veering phenomenon is presented. The 
results show that in numerical solution using Finite 
Element Method, the curve veering can occur if the 
constant frequencies of the system such as casing 
frequencies or axial mode of rotor which are not 
affected by angular velocity of the shaft occurs near the 
bending frequencies of the rotor. By changing the 
boundary conditions of the casing which has significant 
effect on constant frequencies of the casing it is 
possible to avoid the curve veering. The curve veering 
is of concern when it occurs near a critical speed of the 
rotor system.
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Abstract—Aluminum is used excessively in the 
modern world, and the uses of the metal are extremely 
diverse due to its many unusual combinations of
mechanical and chemical properties. They have been 
widely used in industries, especially aerospace industries. 
However, machining of  Aluminium involves expensive 
tooling cost at the expense of  getting good surface finish. 
The study investigated the optimum parameters that 
could produce signif icant good surface finish and 
optimum cutting force whereby reducing tooling cost. It 
employed the Taguchi design method to optimize the  
surface roughness quality and cutting force in a 
Computer Numerical Control (CNC). The milling 
parameters evaluated are cutting speed, feed rate and 
depth of  cut. An L9(3

4) orthogonal array, signal-to-noise 
(S/N) ratio and analysis of  variance (ANOVA) are 
employed to analyze the effect of  these cutting
parameters. The analysis of  the result indicated that the 
optimal combination for low resultant cutting force and 
good surface f inish are high cutting speed, low feed rate 
and low depth of  cut. The study shows that the Taguchi 
method is suitable to solve the stated problem with 
minimum number of  trials as compared with a full 
factorial design.

I. INTRODUCTION
Robust design is an engineering methodology for 

obtaining product and process conditions, which are 
minimally sensitive to the various causes of variation 
to produce high-quality products with low 
development and manufacturing costs [1]. Taguchi’s 
parameter design is an important tool for robust design. 
It offers a simple and systematic approach to optimize 
design for performance, quality and cost. Two major 
tools used in robust design are [1–6]:

• Signal to noise ratio, which measures quality 
with emphasis on variation, and

• Orthogonal arrays, which accommodate many 
design factors simultaneously.

When a critical quality characteristic deviates from 
the target value, it causes a loss [2]. Continuously 
pursuing variability reduction from the target value in  
critical quality characteristics is the key to achieve high 
quality and reduce cost. 

The success ful applications of Taguchi methods by 
both engineers and st atisticians within British industry 
have lead to the formation of UK Taguchi Club [4].  
Taguchi’s approach is totally based on statistical  
design of experiments [1], and this can economically  
satisfy the needs of problem solving and 
product/process design optimization [5]. By applying 
this technique one can signi ficantly reduce the time 
required for experimental  investigation, as it is  
effective in investigating the effects of multiple factors  
on performance as well as to study the influence of 
individual factors to determine which factor has more 
influence, which less [1,6]. Some of the previous  
works that used the Taguchi method as tool for design 
of experiment in various areas including metal cutting 
are listed in Refs. [7–10]. This paper describes a case 
study on face milling parameters at three levels each.  
The main objective is to find a combination of milling 
parameters to achieve low cutting force and surface 
roughness. 

Numerous roughness height parameters such as  
average roughness, smoothening depth, root mean 
square and maximum peak-to-valley height can be 
closely correlated. This study uses average roughness  
for the characterization of surface roughness, due to the 
fact that it is widely adopted in the industry for 
speci fying the surface roughness. Mital and Mehta [13] 
have conducted a survey of the previously developed 
surface roughness prediction models  and factors  
influencing the surface roughness. They have found 
that most of the surface roughness prediction models  
have been developed for steels.
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II. MATERIAL AND METHODS

A. Material 
Aluminum is a soft, lightweight, malleable metal  

with appearance of a silver-white metal obt ained from 
bauxite. The appearance may range from silvery to dull 
gray, depending on the surface roughness. The yield  
strength of pure Aluminum is 7–11 MPa, while 
Aluminum alloys have yield strengths ranging from 
200 MPa to 600 MPa.  
Aluminum has about one-third the density and stiffness  
of steel. It is ductile, and easily machined, cast, and 
extruded.  Aluminum is a good thermal and electrical  
conductor, by weight better than copper. Aluminum is 
capable of being a superconductor, with a 
superconducting critical temperature of 1.2 Kelvin and 
a critical magnetic field of about 100 gauss.

B. Taguchi method
The Taguchi method, which is effective to deal  

with responses, was influenced by multi-variables. 
This method drastically reduces the number of 
experiments that are required to model the response 
function compared with the full factorial  design o f 
experiments. The Taguchi technique is devised for 
process optimization and identi fi cation of optimal  
combination of the factors for a given response. This 
technique is divided into three main phases, which 
encompasses all experimentation approaches. The 
three phases are (1) the planning phase (2) the 
conducting phase and (3) the analysis phase. Planning 
phase is the most important phase of the experiment.  
This technique creat es a standard orthogonal array to  
accommodate the effect of several factors on the target  
value and defines the plan of experiments. The 
experimental results are analyzed using analysis of 
means and variance to study the influence of factors.

C. Design of experiment
Design of experiment is the powerful analysis tool 

for modeling and analyzing the influence of the control  
factors on the performance output. The most important 
stage in the design of experiment lies in the selection 
of the control factors. The operating conditions, under 
which measurement of cutting force is carri ed out, are 
given in Table I under room temperature.
Three parameter, viz., Feed Rate, Spindle Speed and 
Depth of Cut  each at three l evels, are considered in  
this study in accordance with L9(3

4) orthogonal array 
design. The plan of the experiment is as follows: the 
first  column is assigned to the Feed Rate (A), the 
second column to the Spindle speed (B), the fourth  
column to the Depth of Cut (C). 

TABLE I

CONTROL FACTORS AND THEIR LEVELS 

Parameters Level 1 Level 2 Level 
Feed Rate(mm/min) 400 800 1600
Spindle Speed(rpm) 1300 1800 2600
Depth of cut(mm) 0.7 1.2 1.7

The experimental observations are transformed into  
signal-to-noise (S/N) ratio. There are several S/N ratios 
available depending on the type of characteristic,  
which can be calcul ated as logarithmic transformation 
of the loss function by the following equation:
Lower is the better characteristi c,
�

�
= −10 log

�

�
(∑ y� )                                               (1)

Where ‘n’ is the number of observations, and ‘y’ 
the observed data. “ Lower is the better” (LB) 
characteristic, with the above S/N ratio transformation, 
is suitable for minimization of cutting force and 
coeffi cient of friction.

D. Surface roughness evaluation
There are various simple surface roughness  

amplitude parameters  used in industry, such as  
roughness average (Ra), root-meansquare (rms) 
roughness (Rq), and maximum peak-to-valley 
roughness (Ry or Rmax), etc (Joseph and John, 2001).  
Since Ra and Rq are the most widely used surface 
parameters in industry, Ra was select ed to express the 
surface roughness in this study. Figure 1 shows the 
average roughness (Ra) is the area between the 
roughness profile and its mean line, or the integral of 
the absolute value of the roughness profil e height over 
the evaluation length. The Ra is speci fi ed by the 
following equation:

!� =
�

"
∫ |$(%)|

"

�
&% (μm)                                      (2)

Fig.1. Surface roughness profile (Chen and Yang, 2001).
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E. Machining parameter
To improve the quality of surface roughness o f 

Aluminium alloys and processes with minimum cost 
and time constraints, the Taguchi parameter design 
techniques are applied in design of experiment (DOE).  
Minimum surface roughness average (Ra) was carri ed 
out since the value represents better or improved 
surface roughness. Therefore, a smaller-the-better 
method is implemented in this experiment (Mori, 
(1990)). The controllable parameters are select ed 
because of their pot ential effects on surface roughness  
performance in face milling operations. The parameters  
are the cutting speed denoted as (A), the feed rat e 
denoted as (B), the depth of cut denoted as  (C). By 
applying cutting speed, feed rat e, depth of cut and type 
of milling cutter  as control factors and used them to 
measure responses for surface roughness, signal-to-
noise ratio can be calcul ated to determine the optimum 
cutting condition (Lou MS et al., (1998)).

F. Experimental Setup
The machining of the specimen is performed using 

a BFW Agni BMV 45 T20 CNC vertical axis milling 
machine. The milling cutter used for experimentation 
is SECO R220.69-12 grade. The tool holder used for 
experimentation was BT 40 grade. Face Milled 
components are shown in Figure 2. A Mitutoyo Surf 
test SJ-301 profilometer was used to measure surface 
roughness (Ra) of the machined components. Variation 
in the cutting force during the machining is calculat ed 
indirectly using the spindle power. The average cutting 
force measured along x y and z axes called the Fx,Fy
and Fz respectively. 

Fig.2. Face milled Aluminium work pieces.

III. RESULTS AND DISCUSSIONS

I. Analysis of Experimental Results
The experimental data for cutting force and 

roughness is report ed in the Table II. From Table II,
the overall mean for the S/N ratio of the cutting force 
Fx, Fy, Fz and the roughness are found to be -54.32db, 
- 51.59 db and 8.34 db respectively. The analyses of 
the experimental dat a are carried using the software 
MINITAB 15 specially used for design of experiment  
applications. 

II. Analysis of S/N
Figs. 3-5 showed the main effects plot for S/N     

ratios. The level of a factor with the highest S/N ratio  
was the optimum level for responses measured. 

From the S/N ratio analysis in Figs. 1-3, the 
optimal machining conditions were 400 mm/min feed 
rate (level 1), 2600 rpm spindle speed (level 3) and 0.7
mm depth of cut  (level 1) for cutting speed Fx, Fy and 
Fz.

Feed 
Rate (A)

Spindle 
Speed 

(B)

Depth 
of Cut 

(C)
FX S/N Ratio FY S/N Ratio FZ S/N Ratio Ra

S/N 
Ratio

400 1300 0.7 392 -51.8657 235.2 -47.4287 490 -53.8039 0.18 14.8945
400 1800 1.2 588 -55.3875 274.4 -48.7677 490 -53.8039 0.11 19.1721
400 2600 1.7 392 -51.8657 235.2 -47.4287 490 -53.8039 0.39 8.1787
800 1300 1.7 862.4 -58.7142 784 -57.8863 637 -56.0828 0.48 6.3752
800 1800 0.7 392 -51.8657 274.4 -48.7677 490 -53.8039 0.23 12.7654
800 2600 1.2 705.6 -56.9712 274.4 -48.7677 588 -55.3875 0.3 10.4576

1600 1300 1.2 823.2 -58.3101 784 -57.8863 637 -56.0828 0.55 5.1927
1600 1800 1.7 705.6 -56.9712 509.6 -54.1446 686 -56.7265 0.31 10.1728
1600 2600 0.7 392 -51.8657 235.2 -47.4287 539 -54.6318 0.44 7.1309

TABLE II EXPERIMENTAL RESULTS
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Fig.3. S/N ratio values for Fx

Fig.4. S/N ratio values for Fy

Fig.5. S/N ratio values for Fz

 
Fig.6. S/N ratio values Surface Roughness

From Fig .6 the optimal machining conditions were 
400 m/min feed rat e (level 1), 1800 rpm spindle speed 
(level 2) and 0.7 mm depth of cut (level 1) for surface 
roughness respectively. 

III. Analysis of Variance (ANOVA)
ANOVA was used to det ermine the signi ficant  

parameters influencing the force components and 
surface roughness in the milling of Aluminium 
specimen. Tables III, IV, V and VI showed the 
summary of S/N values and ANOVA results for 
cutting force Fx, Fy, Fz and surface roughness,  
respectively. In this study, analysis was a level of 
significance as 5% and level of confidence as 95%.

In order to understand a concret e visualization o f 
impact of various factors effect on the output 
performance, it is desirable to develop analysis of 
variance (ANOVA) table to find out the order o f 
significant factors. From Table III one can observe that  
the depth of cut (p=0.072) has greater static influence 
of 58.76% followed by feed rate (p=0.179) has an 
influence of 20.99% and spindle speed (p=0.226) has  
an influence of 15.65% on cutting force Fx. 

From Table IV one can observe that the spindle 
speed (p=0.046) has great er static influence of 40.87% 
followed by feed rate and depth of cut (p=0.0.064) has  
an influence of 28.58% on cutting force Fy. 

From Table V one can observe that the feed rat e 
(p=0.120) has greater static influence of 55.27% 
followed by depth of cut (p=0.202) has an influence o f 
29.76% and spindle speed (p=0.502) has an influence 
of 7.45% on cutting force Fz. 
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TABLE III
SUMMARY OF S/N VALUES AND ANOVA RESULTS FOR FX

Factors
Degrees of 
Freedom

DF

Average S/N Values
Sum of 
Square

Mean 
Square

F P

Percentage
of

Contribution 
(%)

Level 
1

Level 
2

Level 
3

Feed Rate 2 -53.04 -55.85 -55.72 15.079 7.540 4.58 0.179 20.99
Spindle 
Speed 2 -56.30 -54.74 -53.57 11.245 5.622 3.42 0.226 15.65

Depth of  
Cut 2 -51.87 -56.89 -55.85 42.197 21.098 12.82 0.072 58.76

Error 2 3.292 1.646 4.60
Total 8 71.812 100

S = 1.28289   R-Sq = 95.42%   R-Sq (adj) = 81.67%

TABLE IV
SUMMARY OF S/N VALUES AND ANOVA RESULTS FOR FY

Factors
Degrees of 
Freedom

DF

Average S/N Values
Sum of 
Square

Mean 
Square F P

Percentage
of

Contribution 
(%)

Level 
1

Level 
2

Level 
3

Feed Rate 2 -47.88 -51.81 -53.15 45.133 22.566 14.51 0.064 28.58
Spindle 
Speed

2 -54.40 -50.56 -47.88 64.539 32.270 20.74 0.046 40.87

Depth of 
Cut

2 -47.88 -51.81 -53.15 45.133 22.566 14.51 0.064 28.58

Error 2 3.111 1.556 1.97
Total 8 157.916 100

S = 1.24724   R-Sq = 98.03%   R-Sq(adj) = 92.12%

TABLE V
SUMMARY OF S/N VALUES AND ANOVA RESULTS FOR FZ

Factors
Degrees of 
Freedom

DF

Average S/N Values
Sum of 
Square

Mean 
Square

F P

Percentage
of

Contribution 
(%)

Level 
1

Level 2 Level 3

Feed Rate 2 -53.80 -55.09 -55.81 6.2185 3.1092 7.36 0.120 55.27
Spindle 
Speed 2 -55.32 -54.78 -54.61 0.8379 0.4190 0.99 0.502 7.45

Depth of  
Cut 2 -54.08 -55.09 -55.54 3.3478 1.6739 3.96 0.202 29.76

Error 2 0.8450 0.4225 7.52
Total 8 11.2491 100

S = 0.649991   R-Sq = 92.49%   R-Sq (adj) = 69.95%
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From Table VI one can observe that the feed rate 
(p=0.188) has greater static influence of 41.26% 
followed by spindle speed (p=0.213) has an influence 

of 35.21% and depth of cut (p=0.406) has an 
influence of 13.96% on surface roughness.

TABLE VI
SUMMARY OF S/N VALUES AND ANOVA RESULTS FOR ROUGHNESS

Factors
Degrees of 
Freedom

DF

Average S/N Values
Sum of 
Square

Mean 
Square

F P

Percentage
of

Contribution 
(%)

Level 
1

Level 
2

Level 
3

Feed Rate 2 14.082 9.866 7.499 66.712 33.356 4.32 0.188 41.26
Spindle 
Speed

2 8.821 14.037 8.589 56.937 28.469 3.69 0.213 35.21

Depth of 
Cut

2 11.597 11.607 8.242 22.580 11.290 1.46 0.406 13.96

Error 2 15.447 7.724 9.57
Total 8 161.677 100

S = 2.77916   R-Sq = 90.45%   R-Sq (adj) = 61.78%

IV. CONCLUSION

This study discussed an application of Taguchi  
experimental method for investigating the influence 
of milling parameters on cutting force and surface 
roughness during milling of Aluminum. In the 
milling experiments, different cutting speed, feed rate 
and depth of cut were utilized. The level of 
importance of the machining parameters on the 
cutting force and surface roughness was det ermined 
by ANOVA. Based on this study, the following 
conclusions can be drawn for the milling conditions:
1. The optimal machining conditions were 400 

mm/min feed rat e (level 1), 2600 rpm spindle 
speed (level 3) and 0.7 mm depth of cut (level 1) 
for cutting speed Fx, Fy and Fz. 

2. The optimal machining conditions were 400 
m/min feed rate (level 1), 1800 rpm spindle 
speed (level 2) and 0.7 mm depth of cut (level 1) 
for surface roughness. 

3. The depth of cut had a great er static influence 
followed by feed rat e and spindle speed on 
cutting force component Fx. 

4. The spindle speed had greater static influence 
followed by feed rate and depth of cut on cutting 
force component Fy. 

5. The feed rat e has greater static influence 
followed by depth of cut and spindle speed on 
cutting force component Fz.

6. The feed rat e has greater static influence 
followed by spindle speed and depth of on 
surface roughness.
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Abstract— Thispaper discusses two-body abrasive wear 
behaviour of Potassium Titanate Whisker (PTW) 
reinforced vacuum moulded epoxy/glass composites. The 
effects of whisker content, sliding distance, normal load 
and abrasive grit size on wear behaviour of composites 
were evaluated by pin-on-paper abrasion tests. The tests 
were conducted at ambient conditions and constant disc 
speed of 200 rpm. The wear loss of composites was found 
increasing with the increase in normal loads, abrading 
distances and coarser abrasive papers. The effect of 
whisker content to minimize wear loss was highly 
dependent on abrasive grit sizes. The friction coefficient 
has shown decreasing trend with normal load and mixed 
trend with sliding distance and whisker content.The 
scanning electron microscope (SEM) images of composite
specimen worn at higher loads, distances and for finer 
abrasive grit sizes were evaluated and results indicate 
more severe damage to epoxy/glass composites as 
compared to PTW filled epoxy/glass composites. 

Keywords— Two body abrasion, ceramic whiskers, glass 
fibers, polymer composites, wear mechanisms

I. INTRODUCTION
Wear is defined as damage to a solid surface, 

generally involving progressive loss of material, due to 
relative motion between contacting surfaces. The five 
main types of wear are abrasive, adhesive, fretting, 
erosion and fatigue wear, which are commonly 
observed in practical situations. Abrasive wear is the 
most important among all the forms of wear because it 
contributes almost 63% of the total cost of wear [1]. 
Nowadays Polymer Matrix Composites (PMCs) are 
increasingly employed in various industrial equipments 
that are subjected to abrasive wear situations. This 
includes highly abrasive wear systems such as 
conveyor aids, vanes and gears for pumps handling 
industrial fluids, sewage and abrasive contaminated 
water; bushes, seals and chute liners in agricultural, 
mining and earth moving equipment; roll-neck 
bearings in steel mill subjected to heat, shock loading, 
water; and guides in bottle handling plants [2]. 

A literature survey indicated that fiber reinforcement 
along with ceramic fillers improved abrasive wear 

performance of polymers[3-8]. PTW is known to be an 
advanced multi-component ceramic whisker and its 
potential to reinforce with polymers and metals is 
currently being investigated by many researchers [9]. 
The studies done on PTW modified and fiber 
reinforced polymer composites are scanty as on date.

Hence, present work deals with preparation of 
epoxy/glass composites with varying percentage of 
PTW ceramic fillers and its characterization for 
abrasive wear performance.

II. MATERIALS AND METHODS

A. Materials
Ambient temperature curing Epoxy resin (LY556)

and triethylenetetramine (TETA)hardener (HY951) 
supplied by M/s. Huntsman advanced materials India 
Pvt. Ltd., Bengaluru, India was used as matrix material.  
The plain weave E-glass fibers of aerial density 212 
g/m2, obtained from M/s. Arun fabrics, Bngaluru, India 
were used as main reinforcement. The PTW fillers 
used as secondary reinforcement were supplied by 
Hangzhou Dayangchem Co. Ltd., Hong Kong, China. 
These fillers are of whisker shape with diameters 0.5-
2.5μm and lengths 10-100μm. The photo micrographs 
of glass fibers and PTW fillers are presented in Figs 1 
and 2 respectively.

Fig. 1 SEM picture of glass fibers



NMAMIT ANNUAL RESEARCH JOURNAL Vol 

Fig. 2 SEM picture of PTW fill

B. Composite Fabrication
The composites were prepared usin
molding technique. Epoxy/glass/PTW c
prepared by varying the percentage (2.5
of PTW fillers. Epoxy/glass compos
fillers was also prepared for compariso
Fig 3 illustrates vacuum bag method
procedure can be referred elsewh
composites prepared are designated a
EG5 and EG7.5, numbers indicate we
of PTW filler in composites.

Fig. 3Vacuum bagging techniq

C. Abrasive Wear Testing
Two-body abrasive wear tests were p

a pin-on-disc machine (Model TR2
Bengaluru, India) under multi-pass 
composite specimen of 10×10×3 mm3 w
surface of 10×10 mm2 was glued to st
10×10×30 mm3 and rubbed against di
papers. The abrasive paper was pas
means of suitable adhesive. The test 
illustrated in Fig 4. Before starting 
composite surface was abraded against
paper of grade 800 to ensure unifor
effects of various loads (5, 10 and 
distances (20, 40, 60 and 80 m) and 
(120, 320 and 600 grit size) under a 
velocity (0.6283 m/s corresponding to
studied. The wear in terms of we
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determined after each experiment u
weighing scale (Shimadzu AY220
of friction (COF) is determined a
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load. Each test conditions were r
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Fig. 4 Schematic of pin-on-dis

III. RESULTS AND DISC
A. Coefficient of Friction (COF)

Values of COF for different 
varying loads and distances in ca
paper are indicated in Table 1.  CO
to decrease with applied load. T
accordance with reports available
However, with sliding distance, 
initially increase and later decrea
initially effective area at sliding
increases. This offers more friction
COF tends to increase. However, 
clogging [4] in abrasive paper prov
tend to reduce COF values. The va
respect to filler content has shown 
is well known that friction and w
mode is a more complex phenome
between two-body and three-body
testing parameters and sev
simultaneously acting at sliding 
such varying trend of COF. Co
abrasive grit size, COF values lie
0.51 for 600 grade SiC paper, 0.87
gradeSiC paper and 0.84-0.32 in ca
paper. Hence it is clear that range
narrowed down with finer abra
almost stable COF is observed u
wear sliding conditions.

B. Abrasive Wear Loss (AWR)
The effect of sliding distance

behaviour of composites for differ
is presented in the Fig 5. It can be
loss increases with sliding distance

Glass/PTW Composites
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finer abrasive papers. This is an expected behaviour in 
all types of composites. With increase in sliding 
distance, more material is removed from the composite 
surface and it results in increased wear loss. A close 
examination of Fig 5 indicates that wear loss increases 
at a higher rate during initial sliding (up to 40m 
distance) and later increases, but at a slower rate. This 
observation under multi-pass conditions is mainly 
because ofSiC particles loosing their abrasiveness with 
continuous sliding [5].  The wear loss was found to be 
dependent on counterface. In case of finer abrasive 
paper, small abrasive particles cause less damage to 
composite surface than coarser paper with large 
abrasive particles. Hence lesser wear loss was observed 
with finer abrasive papers.

The effect of normal load on abrasive wear 
behaviour of composites for different abrasive papers 
is presented in Fig.6. The wear performance observed 
is similar to that obtained for sliding distance effect. 
With increase in load, abrasives penetrate deeper into 
composite surface and increase material loss.

The effect of abrasive grit size on the wear 
behaviour can be interpreted from Fig. 7. It can be 
observed that, PTW has improved abrasive wear 
performance of epoxy/glass composites. However, 
optimum percentage of filler to minimize the wear loss 
was dependent on abrasive media. In case of 120 
SiCpaper, EG2.5 composites performed best, where as 
EG5 composites showed minimum wear loss in case of 
320 SiC paper. 

TABLE 1.
COF VALUES FOR DIFFERENT SPECIMENS UNDER VARYING LOADS AND DISTANCES

Sliding distance

Load 10m 20m 30m 40m 50m 60m 70m 80m

EG0

5N 0.670 0.720 0.680 0.700 0.690 0.640 0.620 0.610

10N 0.645 0.700 0.710 0.680 0.690 0.675 0.660 0.645

15N 0.550 0.560 0.576 0.545 0.535 0.530 0.535 0.525

EG2.5

5N 0.720 0.735 0.745 0.740 0.730 0.725 0.720 0.710

10N 0.630 0.645 0.650 0.645 0.640 0.635 0.630 0.625

15N 0.576 0.590 0.600 0.610 0.595 0.590 0.580 0.570

EG5

5N 0.740 0.750 0.735 0.720 0.730 0.725 0.715 0.710

10N 0.660 0.680 0.675 0.660 0.665 0.655 0.645 0.640

15N 0.596 0.610 0.625 0.615 0.600 0.590 0.580 0.560

EG7.5

5N 0.690 0.710 0.720 0.705 0.695 0.680 0.670 0.665

10N 0.610 0.620 0.635 0.640 0.630 0.620 0.610 0.620

15N 0.536 0.540 0.546 0.530 0.540 0.520 0.510 0.510
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Fig. 5 Effect of sliding distance on abrasive wear loss of composites

Fig.6 Effect of normal load on abrasive wear loss of composites
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All PTW filled epoxy/glass composites performed 
well with 600 SiC paper and EG7.5 composites 
exhibited least wear loss. This trend clearly indicates an 
existence of relationship between size of abrasive 
particles and content of filler in epoxy/glass composite 
systems. Under 120 SiC paper, adding a small amount of 
PTW filler (2.5 wt%) to epoxy/glass composites has 
reduced wear loss by 22%. Further increase of whisker 
content has increased wear loss and EG7.5 composites 
exhibited wear loss higher than EG0 composites.  EG5 
composites has shown 23% reduction in wear loss in 
case of 320 SiC paper and EG7.5 composites has shown 
40% reduction in wear loss in case of 600 SiC paper in 
comparison to EG0 composites. These results indicate 
beneficiary effect of adding PTW into epoxy/glass 
material systems.

C. Worn Surface Morphology
The worn surface topographies of composites run

under maximum conditions considered in test and for 
600 SiC abrasive paper is presented in Fig 8a-d. SEM 
pictures indicated different trends in severity of wear. 
The severity of abrasive wear, i.e. micro-cutting [8] on 
the worn surfaces of EG0 composites can be observed in 
Fig 8a. Some instances of wear debris collected on 
surface and pits formed between glass fibersdue to 
removal of matrix material can be seen in case of EG0 
composites. Altogether a severe damage of surface can 
be evidenced from micrograph of EG0 composites. This 
indicates poor abrasive wear property of pristine 
epoxy/glass composites. On other hand, PTW filled 
composites showed smoother surfaces with lesser 
damage. Even though some instances of fiber damage 
can be observed in case of EG2.5 and EG5 composites 
(Fig 8b and c), glass fibers are well protected and remain 
attached to composite surface. Matrix loosening [6] and 
some wear scar marks on fibers by SiC abrasive 
particles can be observed in these micrographs. SEM 
picture of EG7.5 composite shows a pit formed which 
may due to SiC abrasive. The sheared and compressed 
fiber impressions can also be observed in case of EG7.5 
composites. The SEM findings are in line with abrasive 
wear data presented in Fig 7. 

IV. CONCLUSIONS
A series of epoxy/glass/PTW composites with 

varying PTW content were prepared and evaluated for 
abrasive wear performance. From this experimental 
investigation, following conclusions can be arrived. 

1. COF decreased with normal load and has shown 
mixed trend with sliding distance, abrasive grit size and 
PTW content.

2. Abrasive wear loss increased with sliding distance 
and applied load. Performance ranking of 
epoxy/glass/PTW composites under abrasive wear 
depends upon grit size. No composite performed best in 

all abrasive conditions and deciding optimum content of 
filler to minimize wear loss is a multi-criteria 
optimization problem.  

3. SEM pictures revealed that micro-cutting is 
dominant mechanism in case of EG0 composites and 
matrix fracture as prevalent mechanism in case of 
epoxy/glass/PTW composites.

This study revealed that PTW can be used as a filler 
to improve abrasive wear resistance of epoxy/glass 
composites.
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Abstract— Machinery condition monitoring has gained 
increasing interest in recent years, due to the need to 
decrease the amount of down time in the industries and to 
reduce the chances of serious damages and losses caused 
by failures. Rolling Element Bearings (REBs) are critical 
components in rotary machines and Condition 
Monitoring (CM) of REB is essential for enhancing 
productivity and safe running of the machine. Bearing 
fault detection, however, still remains a challenging task 
because most of the fault related signatures are non-
stationary. The ability to efficiently detect non-stationary, 
non-periodic, transient features of the vibration signal 
makes the wavelet analysis a demanding tool for 
condition monitoring. Hence, bearing fault detection and
diagnosis is an integral part of the preventive 
maintenance procedures. In this paper, vibration signals 
for three conditions of a deep groove ball bearing Normal 
(N), defect on inner race (IR) and defect on outer race 
(OR) were acquired from a customized bearing test rig, 
under one load and one speed conditions.  Vibration 
signals collected from the different conditions of the 
bearing indicate variation in singularity that can be 
measured by Hoelder exponents. Accordingly, the 
Hoelder exponents were extracted using wavelet 
transform for different conditions of the bearing. The 
variation of the Hoelder exponents for defective bearing 
conditions with respect to normal bearing have been 
analysed by employing the statistical process control 
concept. This method lends itself for effective 
implementation in practical REB condition monitoring.

Keywords — Rolling Element Bearing, Hoelder exponent 
(HE), Continuous wavelet transforms (CWT), statistical 
process control

I.  INTRODUCTION

Condition Monitoring (CM) of REB is needed for 
enhancing productivity and life of the machines. A 
reliable bearing health CM and failure diagnostic 
technique has been the subject of focus in industries to 
prevent machinery performance degradation and

catastrophic failure of machine [1]. From the history of 
maintenance, traditional maintenance strategies, such 
as run to break down and preventive maintenance are 
widely applied. These traditional maintenance 
strategies are non- economical and they may lead to 
under-maintenance or over-maintenance. To overcome 
this problem, condition based maintenance (CBM) is 
widely used. The successful implementation of CBM 
depends on accurate identification of health condition 
of machinery which is realised through condition 
monitoring systems. Condition monitoring means 
identification of health condition with information 
collected from machinery. Generally, the information 
used can be based on vibration, acoustic emission, 
temperature, etc. The commonly used technique in 
fault detection is vibration signature analysis, as it 
provides comprehensive information about the 
condition of the machine [2].

The vibration signals produced by defective 
bearings can be analysed by variety of signal 
processing techniques and have proved to be effective 
in CM applications [3]. The widely used techniques are: 
time domain, frequency domain and time-frequency 
domain techniques. In the time domain method, the 
fault is detected by monitoring the variation of some 
statistical indices like crest factor, root-mean square 
value and kurtosis. The frequency domain method is 
based on the transformation of the time domain signal
into the amplitude versus frequency space. The 
advantage of frequency domain analysis over time 
domain analysis is its capability to easily identify and 
separate certain spectral components of interest. 
Frequency based techniques are not suitable for the 
analysis of non-stationary signals that are generally 
related to machinery defects. Non-stationary signals 
are analysed using time-frequency domain techniques 
such as Short-Time Fourier Transform (STFT), 
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Wigner-Ville distribution, spectral kurtosis or Wavelet 
Transform (WT). In bearing fault diagnosis, WT is a 
widely used technique because it does not contain 
cross terms as those in Wigner-Ville transform, while it 
can provide a more flexible multi-resolution solution 
than the STFT [4]. 

Literature survey on singularity analysis reveals that 
for a rotating machine, its vibration signals with 
different types of malfunctions often have different 
singularities. Signals with strong singularity are often 
very disorderly and will reverse itself more frequently, 
while weak singular signals are often very smoothing 
[5]. Hence singularity analysis of vibration signals can 
be effectively used to classify the different conditions 
of REB.  

The Lipschitz exponent or Hoelder exponent (HE) is 
a good index for singularity measure [6]. Peng et al. [5] 
used wavelet transform modulus maxima (WTMM) to 
analyse singularity characteristics of vibration signals
acquired from rotating machines, for comparing
different faults like imbalance, oil whirl, coupling mis-
alignment and rub impact. They concluded that HE 
obtained by WTMM provide quantitative description 
of the machine condition.  Usually, larger HE indicates 
a regular point in the signal, while smaller HE 
indicates a singular point.

Lipschitz exponents have been used for health 
monitoring. Hambaba and Huff used HE to detect 
presence of defects in gears [7]. Robertson et al. [8] 
used HE to detect damage in structures and indicated 
that HE is very damage sensitive. Qiang Miao et al. [2] 
used HE to describe the health condition of the 
machine. They proposed a Kurtosis based health index, 
which could be used for maintenance decision-making. 
Loutridis et al. [9] presented a new method of fault 
detection based on HE. They showed that HE for each 
type of fault gave a constant value, which was not 
affected by load or speed, and thus they used HE to 
classify gear faults. Qiang Miao et al. [10] proposed a 
novel method for the identification of characteristic 
components in frequency domain based on singularity 
analysis. Lipschitz exponent function was constructed 
from the signal through wavelet-based singularity 
analysis. Autocorrelation transform was employed to 
extract the periodic exponents.

The focus of this work is to illustrate the use of HE 
for REB condition classification. This is accomplished 
by using statistical process control concept, which 
provides an effective method in practical REB 

condition classification. The organization of the paper 
is as follows- Experimental details, Hoelder exponent, 
statistical process control approach, bearing condition 
classification, result and discussions, and conclusion.

II.  EXPERIMENTAL DETAILS AND DATA COLLECTION

A photographic view of the customized test rig used 
for extracting bearing vibration signals is shown in 
Figure 1. It consists of a horizontal shaft mounted on a 
support bearing (right) and a test bearing (left). Radial 
load on the test bearing can be applied through a 
hydraulic loading arrangement. Two accelerometers 
are mounted on the housing of the test bearing. The 
accelerometers are connected to signal conditioning 
amplifier and to Data Acquisition system (DAQ) 
hardware installed in a computer through connecting 
cables. A customized LAB VIEW (.vi) program is 
prepared which collects the signals at specified 
sampling rate and stores it in the computer as a .txt file. 
For each experiment, a separate .txt file is created 
which is used for further analysis.

In this work, acceleration signals at a sampling rate 
of 48000 samples per second were collected for 5.08 
seconds. Signals were collected under a radial load of 
1.7 kN and shaft speed of 622 rpm. Each trial of 
experiment resulted in a data vector of size 250000 × 1. 
Hence for three bearing conditions, one load and one 
speed, three data vectors were obtained. Each data 
vector was divided into 25 non-overlapping bins with 
each bin having 10000 samples. In this paper, the 
signals collected from accelerometer-X (vertical) were 
considered for analysis, as the accelerometer signals
acquired in Y direction (horizontal) were found to be 
not very sensitive to the bearing conditions.

Fig.1 Photograph of the bearing test rig.
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III. WAVELET TRANSFORM

The wavelet transform is a tool that cuts up data, 
functions or operators into different frequency 
components, and then studies each component with a 
resolution matched to its scale. The use of wavelet 
transform is appropriate since it gives the information 
about the signal both in frequency and time domains. 
The continuous wavelet transform (CWT) of f (t) is 
defined as

,( , ) ( ) .a bCWT a b t t dtƒ( )ψ
+∞

−∞

=  ∫

where, ,
1( ) , ; 0a b

t bt a b R a
aa

ψ ψ −⎛ ⎞= ∈ ≠⎜ ⎟
⎝ ⎠

ψ a,b(t) denotes the mother wavelet. The parameter ‘a’ 
represents the scale index, which is a reciprocal of 
frequency. The parameter ‘b’ indicates the time 
shifting (or translation) [17].

IV.  HOELDER EXPONENT

Many words, such as discontinuity, disorder, 
smoothness, etc., are often used to describe the 
geometrical characteristics of signals, but these terms 
can only give qualitative descriptions. On the other 
hand, the Lipschitz exponent (α) can give a 
quantitative description of the geometrical 
characteristics of signals, and it can represent the 
regularity of functions, i.e., continuity and 
differentiability.

Let f(t) be a finite-energy function, that is, f(t) ∈ L2

(R). We call function f(t) be Lipschitz α (n< α ≤ n+1),
at t0 , if and only if there exists two constants K and 
h0 > 0, and a polynomial Pn(h) of order n, such that for 
h ≤ h0,

0( ) ( )nf t h P h K h+ − ≤ α

(1)

A higher Lipschitz exponent α implies better 
regularity of the function f(t), that is, a more smooth 
function f(t). The classical tool for measuring the 
Lipschitz exponent α of the function f(t) is to study the 
asymptotic decay of its Fourier transform F(ω), but this 
can only give a global regularity condition because the 
Fourier transform cannot localise the information along 

the spatial variable t. The Fourier transform is therefore 
not well adapted to measure the local Lipschitz 
regularity of functions. On the contrary, the wavelet 
transform can measure the local Lipschitz regularity of 
functions since the coefficients of the WT are only 
determined by the characteristics of the neighbourhood 
of t0 and the scale s.

Let the wavelet transform of the function f(t) be 
defined over (a, b), that is, x0∈(a, b).We assume that 
there exist a scale s0 > 0 and a constant C, such that for 
∀ t ∈(a, b) and   s < s0, all the modulus maximal of 
Ws f(t) belong to a cone defined by│t-t0│ ≤ Cs. Then 
the function f(t) is Lipschitz α at t0 (α is smaller than 
the exponent number n of the vanishing moment of the 
function f(t), if and only if there exists a constant A 
such that for all modulus maximal in the cone

2 2 2log ( ) log log .sW f t A sα≤ +        

(2)

Equation (2) shows that the relation between 
log2│Ws f(t)│ and the scale s is determined by the 
Lipschitz exponent α, and the relation is expressed 
especially clear through the wavelet modulus maximal. 
It shows that when α > 0 the wavelet modulus maximal 
increases with the scale s, and when α < 0, the wavelet 
modulus maximal decreases with the scale s. Equation 
(2) also offers a simple method to calculate the 
Lipschitz exponent α of the singularity point, i.e., the 
Lipschitz regularity at t0 is the slope of the straight 
lines that remain above log2│Ws f(t)│, on a logarithmic 
scale, as follows:

2

2

log ( )
log ( )

sW f t
α

s
=         

(3)

Lipschitz or Hoelder Exponent is a tool that clearly 
provides information about the regularity of a signal 
[5].  

Equation (2) gives an asymptotic relation between 
wavelet transform and Lipschitz exponent α, and a lot 
of methods have been proposed to estimate α. The 
simplest case [12] uses

1

1

1 ( 1, )log2
1 ( , )2

m

s

Wf s x
m Wf s xa

−

=

+
− ∑

=       
(4)

where m is the length of the maxima line that moves 
from coarser scale to finer scale. The limitation of this 
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method is that it uses only the first and last point of the 
maxima line while discards all other points. Hence, 
Peng et al. [13] proposed another method, in which the 
object function is:

* 2[log 2 ( , ) log 2 log 2 ]
s

Wf s x A sα− −∑       

(5)
Through minimizing Equation (5) at all scales, we 

can obtain A and α. Then, the problem of estimation is 
transformed into optimization and this can be solved 
by non-linear least-square method. Moreover, Hong et 
al. [14] used linear regression technique which is an 
easy way to implement. Although linear regression 
method is a simplification of Equation (2) that gives a 
conservative result, it is applicable since we only need 
a description of change of Lipschitz exponent. With 
this method, we have:
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V.  STATISTICAL PROCESS APPROACH

WT is applied to the bearing vibration signals for 
the three conditions of the bearing (N, IR and OR 
defect) and the wavelet coefficients are extracted using 
Continuous Wavelet Transform (CWT). Then Hoelder 
exponents (α) are obtained using Equation (6). The 
statistical control process concepts are used to classify
the bearing conditions. From the literature survey it is 
observed that decrease in HE indicates decrease in the 
regularity of the signal/function.

However it remains to establish how great a 
decrease of the HE values is required to indicate 
singularity in a signal with any statistical significance. 
Statistical control limits have to be determined for the 
HE, using statistical process control [15].  The control 
limits determined by using statistical process control 
are based on a normal (defect free) bearing condition. 
There are four main limits in governing the 
controllability of the process:

Lower warning limit (LWL) = μ - 2σ 

Lower control limit (LCL) = μ - 3σ

Upper warning limit (UWL) = μ + 2σ

Upper control limit (UCL) = μ + 3σ      
(7)

where, μ is the mean of the feature under 
consideration as computed for normal bearing 
condition (defect free) and σ is the corresponding 
standard deviation.

Initially, μ and σ of the HE for the normal bearing 
condition are calculated. Then the HE versus time is 
plotted for each sample of the normal bearing signal. 
Statistical control limits are determined as given in 
Equation (7). Then the three horizontal lines UCL, 
mean and LCL are plotted for normal bearing 
condition. For defective bearing, similar plots are 
drawn and the limits corresponding to normal bearing 
are marked.

VI.  BEARING CONDITION CLASSIFICATION

Once certain types of damage occur in a bearing, a 
series of impacts will be generated and the measured 
vibration signals can be expected to contain 
singularities. This transient behaviour in the vibration 
signal can provide vital information for their condition 
monitoring. However, the singularities are often buried 
in the noise accompanied by structural response, and 
hence traditional signal processing methods like 
frequency and short time Fourier transform have 
difficulties in detecting them. Hence the use of HE is 
effective for condition monitoring of REB.

VII.  RESULT AND DISCUSSIONS

Figure 2 shows the variation of raw vibration 
signals for N, IR and OR REB conditions.

CWT is applied to the normal bearing vibration 
signals to calculate HE. Accordingly μ value is -21.341 
and the σ is 2.496. Then control limits are calculated 
using Equation (7).  For the data samples in this work, 
LCL and μ are negative and hence are not marked in 
the plots showing the variation of HE as shown in 
Figure 3(a).

This process is repeated for other bearing 
conditions (defect on IR and defect on OR). Figure 3(b)
and 3(c) shows the plot of variation of HE with the 
control limits for defective bearing conditions.

(a
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Fig.2  Raw bearing vibration signals for (a) Normal (b)defect on IR 
and (c) defect on OR.

          Uu       Uvc

Fig.3 Variation of  HE for (a) Normal (b) defect on IR and (c) defect 
on OR with UCL.

It is clear from the figures that the variation of the 
HE, particularly above the UCL is more in case of 
REB with defect on OR, when compared to defect on 
IR and both show values of HE exceeding the UCL. In 
this work, UCL is vital as it acts like a threshold for 
differentiating different conditions of the bearing. For 

normal bearing condition HE values are lying below 
the UCL. For bearing with OR defect, more values of 
HE are above the UCL because the vibration signal has 
more irregularities or discontinuities which are 
measured by HE. Thus the use of statistical control 
limits clearly shows the variation in HE which can be 
effectively used in classifying the REB condition.

VIII. CONCLUSIONS

This paper explains the application of Hoelder 
exponents to condition monitoring of REB. The HE 
can be considered as a parameter which can effectively 
measure the regularity of the vibration signals. HE is
computed using CWT. Control limits are determined 
using statistical process control. Using statistical 
process control frame work, the deviations of the HEs 
above the UCL can be used to distinguish REB with 
defect on OR and IR from normal bearing. Thus the 
proposed method provides an effective tool for 
implementation in practical REB condition monitoring. 
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        NMAM Institute of Technology was started in the year 1986, as a part of Nitte Education

Trust, Mangalore and is celebrating its Silver Jubilee during 2010 – 11. The Institute is named in

fond memory of Nitte Mahalinga Adyanthaya, a distinguished engineer of the district. It is

affiliated to the Visvesvaraya Technological University, Belgaum, enjoying academic autonomy

and is recognized by the All India Council for Technical Education, New Delhi. It is accredited by

the National Board for Accreditation and is certified to the ISO 9001 – 2008 standards for quality

education by KEMA, Netherlands. The Institute has been recognized as Lead Institute under

TEQIP- I Project of World Bank.

      The Institute offers B.E, M.Tech and Ph.D pragrammes in various Engineering and Technology

disciplines. The graduate programs comprise of 7 branches of Engineering – Electronics &

Communication Engineering, Computer Science & Engineeing, Civil Engineering, Electrical &

Electronics Engineering, Information Science & Engineering, Bio-Technology and Mechanical

Engineering. The Institute’s postgraduate programs include, Master of Technology in five

disciplines, Master of Computer Applications and Master of Business Administration. The

Visvesvaraya Technological University has opened a postgraduate extension centre at NMAMIT,

offering M.Tech in Micro-electronics & Control Systems. Besides these, students also pursue

their M.Sc(Eng.) and Doctoral Programs at the Institute. The Institute got academic autonomy

in the year 2007, bringing in the much needed flexibility to innovate in terms of curriculum,

education delivery and evaluation. Institute entered into collaboration with Penn State University,

Harrisburg, USA and started offering 2+2 twinning program in Engineering since 2011.
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